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Abstract -These days in India, diabetics make up a sizable proportion of the population, and the disease's 

prevalence is steadily expanding. Diabetes is becoming an increasingly serious problem in India, with an 

estimated 8.7 percent of the population between the ages of 20 and 70 suffering from the condition. The growing 

incidence of diabetes and other noncommunicable illnesses may be attributed to a confluence of causes, 

including rapid urbanization, sedentary lifestyles, bad diets, the use of tobacco products, and an increase in life 

expectancy. Diabetes is responsible for the deaths of one million individuals each and every year. Although we 

are unable to stop people from passing away, we can lessen the number of deaths that occur by identifying 

diabetics at an earlier stage. The disease known as diabetes mellitus is characterized by sugar levels in the body 

that remain excessively elevated throughout time. As a consequence of this, [5] it causes harm to a significant 

number of the systems in the body, including the neurons and blood vessels. This disease has a good chance of 

being detected in its early stages, which is a factor that may contribute to the prevention of deaths in people. In 

order to get insights that may be used to decision-making, it is necessary to first gather the data to be analyzed 

and then evaluate the data. Massive data sets and measurements may be seen with the use of charts, graphs, and 

other types of visualizations. 

In this study, we will explore several machine learning techniques for diabetes prediction. If you look at the 

architecture shown below, you'll find that the data is gathered from all over the world, but the vast majority of 

the entries [8] come from the local area. In this work, we will investigate the feasibility of using machine 

learning methods to forecast the number of diabetes. due to the fact that we obtained the information via the use 

of a survey form and one of the pathology labs in Pune. In the R programming language, we have used the SVM 

and Random Forest algorithms. The R programming language is a statistical programming language that is 

extensively used in the data science arena for the implementation of machine learning algorithms. 

Index Terms - Machine learning, diabetics, Data visualisation, R Programming, detection  

 

I. Introduction  

Diabetes mellitus, sometimes known as diabetes or just diabetes, is a set of conditions in which the body is 

unable to maintain a balance between the amount of sugar that is present in the blood. Diabetes may also be 

referred to as diabetes. Insulin is only one of a number of hormones that cooperate with one another to maintain 

a healthy level of blood sugar in a person. The pancreas is a very small organ that may be found in close 

proximity to the liver and the stomach. It is the organ that is in charge of producing insulin. The pancreas is 

responsible for the release of extra vital enzymes that assist in [3]the digestion of food, and it is one of the 

organs that is involved in this process. Insulin makes it easier for glucose to travel from the blood into the cells 

of the liver, muscle, and fat, where it may be used as fuel. Glucose is one of the main sources of energy in the 

body. Diabetes is a life-threatening condition that may be caused by having high blood pressure. High blood 

pressure can induce diabetes. If the condition is not treated at the appropriate time, it might lead to a number of 

consequences. The discipline of machine learning has now entered the scene as an important component of this 

journey. The goal of the study is to ascertain the possibility that specific diseases would manifest themselves 

throughout the formative years of a person's life at various points in time. 

There has been a significant increase in the number of people living with diabetes in India since the beginning 

of the previous decade. Diabetes affects something in the vicinity of 77 million [2] people in India at this point, 
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as determined by the results of a research that was carried out by the International Diabetes Federation (IDF). 

The estimates published by the IDF place the crude prevalence rate in India's urban regions somewhere in the 

vicinity of 9 percent. Diabetes affects a far higher percentage of the population in India than it does in any other 

country on the face of the planet.[9] India has the second highest number of children with type 1 diabetes in the 

world, behind only the United States of America.  

The continuous hyperglycemia that is caused by diabetes is associated to the long-term damage, breakdown, 

and failure of various systems. These organs include the eyes, kidneys, nerves, heart, and veins. 

Around the world, numerous chronic illnesses are widespread, both in developing as well as industrialised 

countries. diabetes is a metabolic disease that affects blood sugar levels by increasing or decreasing the quantity 

of insulin produced. [2]Human bodily components such as the eyes, kidneys, heart and nerves are all affected 

by diabetes.  

 

II. Literature Survey 

The goal of this work is to develop an intelligent system that will be known as the DeeDee system and will be 

able to direct a diabetic through their typical activities. This system would be implemented on a mobile phone, 

which is a portable electronic device that one may carry on themselves at all times of the day. The development 

of an original method for estimating glycemia levels is the fundamental contribution made by this system. They 

have said that the currently available techniques for glycaemia prediction are dependent on continuous 

monitoring of the patient. This implies that the patient is put into a controlled environment (such as a hospital). 

On the other hand, his system wants to anticipate glycaemia and, as a consequence, to support the patient in his 

or her day-to-day life. On the other hand, on the other hand, his system aims to predict glycaemia. In his 

illustration, the amount of information collected from the patient is a lot lower than what it would be in a 

situation that included continuous monitoring of the patient. His method relies on the prior experiences of 

diabetics that were comparable to the one that is being experienced now in order to arrive at an accurate 

estimation of the value of glycaemia. In order for the system as a whole to be able to carry out the activities for 

which it was designed, one of the fundamental principles that must be met is the generation and management 

of diabetics' profiles. [15] Each profile is produced in such a manner that it explains and combines similar 

scenarios that have happened throughout the diabetic's life, i.e., how the diabetic's body has responded in certain 

settings. These scenarios have been collected throughout the course of the diabetic's lifetime. This is handled in 

an automated manner. In order to effectively identify the occurrences that are similar to one another, they need 

the context components that were collected at that time point. The patient's cell phone, which the patient carries 

with them at all times, is continuously gathering information on these traits. This article offers a number of 

recommendations for enhancing the standard of living of diabetics, one of which is the creation of a unified 

system that is compatible with a variety of different kinds of medical technology. 

The primary objective of this investigation [16] is to develop a web application that is predicated on the 

increased accuracy of prediction provided by a highly effective machine learning algorithm. They employed a 

benchmark dataset called Pima Indian, which is capable of forecasting the start of diabetes based on diagnostics 

approach. This dataset was used by these researchers. An artificial neural network (ANN) exhibits a 

considerable increase in accuracy with a prediction rate of 82.35 percent, which is what leads us to design an 

interactive web application for diabetes prediction. 

To categorize a person's data into two categories, "Yes" and "No," this [17]paper uses 10 criteria, including age, 

family history of alcoholism, smoking, etc. to do just that. SVM, KNN, ANN and Naive Bayes are four machine 

learning algorithms used in this study. The cumulative result is derived from the mode of each of the four 

outputs. 

The objective of this proposed technique [18] is to zero in on the characteristics that have a role in the diagnosis 

of diabetes mellitus in its earliest stages utilizing predictive analysis. According to the findings, the decision 

tree algorithm and the Random forest model are the ones that perform the best when used to the analysis of 

diabetes data. The respective specificities of these two models are 98.20 and 98.00 percent. According to the 

result of a naive Bayesian analysis, the level of accuracy achieved is 82.30 percent. This study additionally 

generalizes the selection of appropriate characteristics from the dataset in order to increase the accuracy of the 

classification. 
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At an early stage, experiments are carried out using the Pima Indians Diabetes Database (PIDD), which is 

obtained from a computer at the University of California, Irvine. The effectiveness of each of the three 

algorithms is assessed using a variety of metrics, including precision, accuracy, F-measure, and recall, amongst 

others. The number of occurrences that are properly and wrongly categorised is used to assess accuracy. The 

findings that were collected indicate that Naive Bayes surpasses other algorithms, with the maximum accuracy 

of 76.30 percent being achieved by it. Receiver Operating Characteristic (ROC) curves are used in an 

appropriate and methodical manner to carry out the verification process for these outcomes. 

In this particular study[20], the researchers attempted to forecast cases of diabetes mellitus by using decision 

trees, random forests, and neural networks. The data collection contains information about patients' physical 

examinations at a hospital in Luzhou, China. It has fourteen characteristics in all. In this particular investigation, 

the models were evaluated using five separate rounds of cross validation. We picked certain ways that have the 

superior performance to conduct independent test trials using in order to verify the methods' potential for 

universal application. For the training set, we chose at random the data of 68994 healthy persons and 68994 

diabetes patients. As a result of the imbalance in the data, we arbitrarily extracted 5 sets of data. The conclusion 

may be found by taking the average of these five separate tests. In this investigation, we decreased the 

dimensionality by using the techniques of principal component analysis (PCA) and minimal redundancy 

maximum relevance (mRMR). When all of the criteria were considered, the findings indicated that random 

forest prediction could achieve the maximum level of accuracy (ACC = 0.8084) possible.  

The purpose of this work is to develop a diabetes diagnosis software that is simple to use, accurate, and effective 

at a low cost. This software will have a graphical user interface and will be able to predict diabetes.[21] Non-

governmental organizations will be able to use this software to diagnose people who come from economically 

disadvantaged sections.This document makes reference to a project that has the goal of categorizing a person's 

data into two groups, 'Yes' and 'No,' depending on 10 different characteristics. Some of these factors include 

age, family history, being a smoker or an alcoholic, etc.In this work the author aggregated result is generated 

by taking the mode of the four outputs from four different machine learning methods. These algorithms include 

the Naive Bayes algorithm, the SVM algorithm, the KNN algorithm, and the ANN algorithm.  

In this article[22], author presents a Diabetes Prediction Decision Support System (DSS) that is built on Machine 

Learning (ML) approaches. The traditional methods of machine learning were contrasted with the deep learning 

techniques. For the traditional approach to machine learning, we looked at two of the most popular classifiers: 

the Support Vector Machine, sometimes known as SVM, and the Random Forest (RF). On the other hand, for 

Deep Learning (DL), they made use of a completely Convolutional Neural Network (CNN) in order to predict 

and identify diabetic patients. The suggested method was tested using the publicly accessible Pima Indians 

Diabetes database, which had a total of 768 samples, each of which had 8 characteristics. 500 of the samples 

were classified as not being from diabetes individuals, whereas the remaining 268 were. The results that were 

achieved using DL, SVM, and RF in terms of their overall accuracy were as follows: 76.81 percent, 65.38 

percent, and 83.67 percent accordingly. The findings of the experiments indicate that RF is superior than deep 

learning and SVM approaches in terms of its ability to accurately forecast diabetes. 

Utilizing relevant characteristics, developing a prediction algorithm by utilizing machine learning, and 

determining the best classifier to utilize in order to get the most accurate results possible when compared to 

clinical outcomes are the goals of this study as per the author [23]. The objective of the suggested strategy is to 

zero in on the characteristics that are useful in the early diagnosis of diabetes mellitus by making use of 

predictive analysis. According to the result of author, the decision tree algorithm and the Random forest model 

are the ones that perform the best when used to the analysis of diabetes data. The respective specificities of these 

two models are 98.20 and 98.00 percent. According to the result of a naive Bayesian analysis, the level of 

accuracy achieved is 82.30 percent. In addition, this study generalizes the selection of the most useful 

characteristics from the dataset in order to increase the classification accuracy. 

According to author[24], the purpose of this study is to evaluate the various classifiers in order to determine 

which ones are best able to determine the likelihood of illness in patients with the highest level of specificity 

and precision. In other words, the objective is to find out which ones are most accurate. Experimentation using 

classification algorithms such as K Nearest Neighbor (KNN), Decision Tree (DT), Naive Bayes (NB), Support 

Vector Machine (SVM), Logistic Regression (LR), and Random Forest has been carried out on the Pima Indians 

Diabetes dataset, which can be accessed online at the UCI Repository. The results of this work can be found in 

the UCI Repository (RF). The dataset was subjected to these categorization methods, which made use of nine 
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distinct characteristics. The performance of a classifier is evaluated with the help of metrics such as precision, 

recall, and accuracy, and the results are estimated with the help of both correct and incorrect instances. The 

results showed that the Logistic Regression (LR) method produces a greater degree of accuracy than other 

algorithms, with a score of 77.6 percent, in contrast to the performances of those other algorithms. Support-

Vector Machine (SVM), Logistic Regression, Classification, K-Nearest-Neighbor (KNN), Decision Tree (DT), 

Naive Bayes (NB), and Support-Vector Machine (KNN) (LR). 

The purpose of this research is to devise a technique that, [25] if put into practice, would make it possible for a 

patient's level of risk for developing diabetes to be evaluated with a greater degree of accuracy. Strategies for 

classification are used in the process of creating models. Some examples of these techniques are decision trees, 

artificial neural networks (ANN), naïve bayes networks (NBN), and support vector machine (SVM) algorithms. 

Precisions of 85 percent are provided by the models for the Decision Tree method, 77 percent are provided by 

the Naive Bayes algorithm, and 77.3 percent are provided by the Support Vector Machine algorithm. The 

findings provide conclusive evidence that the protocols ensure a high level of data precision. 

This inquiry was conducted by the author with the intention of providing a novel conceptual framework for the 

classification of ideas. Using the angiosome concept of the foot, we categorized the plantar thermographic 

patterns that were found into twenty separate categories. Thermographic images obtained from 32 healthy 

volunteers and 129 diabetes patients without ulcers who were recruited from the Diabetes Foot Outpatient Clinic 

at the University of Tokyo Hospital were classified according to the framework categories stated earlier. The 

thermographic patterns of more than 65 percent of feet in the normal group were assigned to the two typical 

categories, which included the 'butterfly pattern' among the 20 categories; on the other hand, the thermographic 

patterns of 225 feet (87.2 percent) in the diabetic groups were variously assigned to 18 out of the 20 categories. 

The butterfly pattern was one of the typical thermographic patterns. This is the first study to present accurate 

plantar thermographic patterns, and the results suggest that diabetes patients experience more significant 

alterations than the normal subjects. The measurements taken from the plantar temperature have shown these 

conclusions. Thermography is one of the screening techniques that may be used to examine the patient's blood 

circulation during normal foot care as well as during surgical operations. [26] This may be one of the screening 

methods that is employed. 

 

III. Dataset Information  

For instructional purposes, we have gathered data from a Google form and some data from a pathology lab. The 

most essential and novel parameter that we have taken into consideration is the HBA1C test information, as 

well as family history, a few symptoms, and a few general inquiries from users. 

The purpose for this is to get rid of an outdated PIMA dataset, which was the motivation for it. Since it is an 

ancient method and has been used by a great number of researchers for the purpose of identifying diabetics, 

despite the fact that it lacks some essential characteristics that were meant to be included but, alas, were not, the 

method is considered to be unreliable. In order to circumvent this, we have compiled our own own dataset.  

We have total 19 attributes and almost 750 entries of diabetics and non diabetics individuals.  

IV. Dataset Visualisation in R  

3D scatter Plot 

Figure 1 : 3D scatter plot 
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A scatter plot is similar to a scatter plot, however a three-dimensional scatter plot has three variables instead of 

two. With the proviso that x, y, and z or f (x, y) are all real numbers. A scatter plots shows the relationship 

between two variables, it represents how two variables are correlated with each other. Here we have used 3D 

scatter plot which using x axis as Diabetes , y axis as Sam 2 and z axis as HBA1C.  

 

Bubble chart 

A bubble chart is a kind of the scatter plot that may be used to investigate the connections between three different 

numerical factors [16](also known as a bubble plot). In a bubble chart, each dot stands for a single data point, 

and the horizontal position, vertical position, and dot size of each dot, in that order, display the corresponding 

values of the variables that correlate to that point 

Figure 2 : Bubble chart 

 

V. Random Forest 

A supervised machine learning algorithm known as a random forest is formed from other machine learning 

algorithms in the form of decision trees. This method is used in a variety of fields, including as banking and e-

commerce, to make predictions on behavior and results.  

In the realm of machine learning, a technique known as a random forest may be used to address difficulties with 

regression and classification. It achieves this by using a technique known as ensemble learning, which is a 

procedure that pulls together [18] a number of different classifiers in order to solve complex situations. This 

allows it to more accurately determine which categories a given piece of data belongs to. 

A huge number of decision trees are used in the process that is known as a random forest. The "forest" that the 

random forest algorithm generates may be trained using either the bagging or bootstrap aggregating approach. 

Both of these techniques are examples of possible applications. Bagging is a meta-algorithm that may be used 

to increase the accuracy of machine learning algorithms. [22] This meta-algorithm is an ensemble of various 

machine learning algorithms. 

After taking into consideration the forecasts provided by the decision trees, the outcome is established by the 

use of the approach known as random forest. It does this by computing the average, often known as the mean, 



Copyrights @Kalahari Journals Vol. 7 (Special Issue, Jan.-Mar. 2022) 

International Journal of Mechanical Engineering 

1317 

of the output from each of the distinct trees. [24] It’s possible that if there were more trees in the forest, the 

outcome would be more accurate. 

Figure 3: Evaluate variable importance I 

 

By using a random forest, an algorithm that is based on a decision tree may have its inadequacies addressed and 

resolved. It enhances accuracy while at the same time reducing the number of datasets that are overfit. It does 

this without requiring a significant lot of configuration in the packages, and it generates predictions.  

Here we have [24] used all the attributes for detection of diabetics. We do have option to select the appropriate 

attributes before applying the actual algorithm.  R 

Figure 4 :Check types of variables 

 

Figure 5 : Evaluate variable importance visualisation 
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By using the Random forest algorithm we have secured the  

90% of accuracy.  

VI. Decision Tree  

Because of its malleability and flexibility, the predictive modeling technique known as "Decision Tree Analysis" 

may be used to a wide range of settings and problems according to the aforementioned qualities. In most cases, 

decision trees are constructed by using an[19] algorithmic approach. This method identifies methods to partition 

a data set in accordance with certain criteria. A decision-tree partitioning  

algorithm is the name given to this specific approach. It is one of the most common methods of supervised 

learning, and it is also one of the methods that is the most applicable in real-world situations. Decision trees are 

a kind of non-parametric supervised learning that may be used to classification as well as regression issues. 

They can also be used to solve problems with missing data. This project aims  

to develop a model that is capable of predicting the value of a target variable through the discovery and 

application of straightforward decision rules that are derived from the characteristics of the data. This will be 

accomplished by the discovery and application of simple decision rules. 

Figure 6 : Decision tree 

 

The majority of the [15]time, the guidelines for making judgments are presented in the form of if-then-else 

statements. Going further down the tree causes the rules to grow more convoluted, but it also makes the model 

more accurate.   

By using the decision tree we have secured the 85% of accuracy which are lower than random forest. We have 

not used the entire data for the prediction, only limited amount of data have been used.  

VII. Logistic Regression : 



Copyrights @Kalahari Journals Vol. 7 (Special Issue, Jan.-Mar. 2022) 

International Journal of Mechanical Engineering 

1319 

The method of categorisation known as logistic regression is one of several possible approaches.[23] It produces 

a prediction about one of two probable outcomes by taking into account a variety of different elements that 

operate independently of one another. 

Figure 7 : Training model  of  logistic regression 

Figure 8 : Summary model of logistic regression 

 

In such scenario, what does this indicate about the situation? A result is said to be binary if there are only two 

possible outcomes: either the event takes place (1) or it does not take place (0). Another definition of a binary 

result is a result in which there are only two possible outcomes (0). The term "independent variable" refers to 

any component or variable other than the one being studied that has the potential to influence the outcome (or 

dependent variable). 

If one is working with binary data[22], then the statistical technique known as logistic regression is the one that 

should be used as the method of analysis. If the output or the dependent variable is dichotomous or categorical 

in nature, then you are dealing with binary data. To put it another way,  
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if it falls into one of two categories (such as "yes" or "no", "pass" or "fail," and so on), then you are not dealing 

with numeric data but rather with binary data. 

By using the logistic regression we have secured the 87% of accuracy. Here we have used the limited number 

of parameters.  

 

Conclusion  

While working with all of the above algorithms we learned that random forest algorithm is giving us the good 

accuracy than the other algorithms.  But while working with R programming or python programming we have 

limited scope to improved the algorithm because of lack of libraries, but still secured the good number of 

accuracy. Random forest gave us 90% accuracy also decision tree gave 85% and logistic regression gave 87% 

accuracy.  

Future work  

We found some difficulties while working with the algorithms in r programming i.e for preprocessing or 

splitting the data for training and testing purpose and lastly we do have limited number of algorithms to work 

with. So we can use Microsoft azure machine learning services or Microsoft learning studio to evaluate our this 

accuracy.  
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