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ABSTRACT 

 

Aim: The proposed work targets to evaluate the precision and accuracy in predicting the College 

Recommendation system for Students using K-Means and Support vector machine(SVM)and classification 

algorithms. Materials and Methods: SVM applied on a college dataset that consists of 778 records. A structure 

for the College Recommendation system in the educational sector comparing K-Means and Support vector 

machines has been suggested and expanded. The sample size was calculated as 55 in each group using G power. 

The precision and accuracy classifiers had been assessed and noted. Results: The K-Mean group generates 

(50%) in predicting the College Recommendation System on the data set used whereas the Support vector 

machine produces(58.1%). The significant value is 0.0. Hence the Support vector machine seems to be better 

than the K-Means. Conclusion : In terms of precision and accuracy, the results show that the SVM exhibits 

higher accuracy than K-Means in measuring the efficiency of recommending the Colleges for students. 

Keywords: College Recommendation,  Support Vector Machine, K-Mean, Innovative Cluster method, kernel 

based approach, Parameter value. 

 

INTRODUCTION: 

Great quantities of  techniques are utilized by humans in this technological environment for various purposes. 

There are numerous software and applications made for humans. We can build A wide variety of lists of 

universities that can be found that a student is eligible for using this software. In today’s educational and business 

systems, data mining techniques are critical (Liu 2021). A data mining task can be specified or explained using 

a data model. The difficult challenge with a college recommendation system is to compile a database of all 

college students (Ng and Linn 2017). To create a list of colleges from all of the colleges, the candidate must first 

exclude those colleges where he is not eligible. While going through the admission process, a student must enter 

a minimum number of colleges to which he may be admitted. As a result, an applicant must compile a list of 

colleges to which he wants to apply. This system is widely used in colleges, universities, education sectors to 

recommend the college for students easily (Shin, Lee, and Kim 2005). 

 

Around  39 related articles published in IEEE Xplore and 23 related articles were published related to this work 

in google scholar. The proper planning is the key to success. Every person has his own objectives and dreams. 

Every student would believe that we have to work hard  when we first start college (Rathnavel et al. 2017). 

Study hard and finish your courses on time, then finish your degree three are no backlogs. The issue here is that 
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many people are having problems after joining the college into university students are having problems with 

times and assignments. Several works have demonstrated that the performance of  K-Means is poor and provides 

less accuracy in prediction of college recommendation systems. A study provides an SVM algorithm used widely 

to improve the college recommendation system variation of students to recommend the colleges easily (Wang 

2020). Recommendation system will rank the colleges according to the placements, courses,facilities in the 

college. The student once registered in the recommendation system he can get the unique id and password (Chen 

and Yu 2020). Then students can select the best college according to the ratings and rankings. Then he can also 

produce the rating for that college. (Harries et al. 2021). It is important to analyse and compare the various 

classification algorithms that provide better accuracy.Previously our team has a rich experience in working on 

various research projects across multiple disciplines(Ezhilarasan et al. 2021; Balachandar et al. 2020; 

Muthukrishnan et al. 2020; Kavarthapu and Gurumoorthy 2021; Sarode et al. 2021; Hannah R et al. 2021; Sekar, 

Nallaswamy, and Lakshmanan 2020; Appavu et al. 2021; Menon et al. 2020; Gopalakrishnan et al. 2020; Arun 

Prakash et al. 2020) 

 

From the survey, the K-Means has subsequent limitations that require more research in selecting kernel function 

and also its performance lags with noisy dataset and with the size of dataset (Shin, Lee, and Kim 2005). Hence, 

the work aims at comparing the accuracy of K-Means and LR algorithms in predicting the college 

recommendation system. 

 

MATERIALS AND METHODS 

 

The research work was performed in the Department of Computer Science and Engineering Saveetha School of 

Engineering, SIMATS. The work was carried out of 778 records taken from the college dataset The precision in 

predicting the college recommendation system was performed by evaluating the two groups. A total of 10 

iterations were performed on each group to achieve better precision. The dataset was downloaded from Kaggle 

website. The dataset contains 778 rows and 18 columns. Some of the important attributes taken for experiment 

setup are Room Board,Books,Personal,Terminal,Expand,Outstate,SF Ratio,etc(Richardson et al. 2021) 

 

The sample size was calculated as 55 in each group using G Power. The College dataset has been used with a 

sample size of  303 students,76 features and some missing values. Sample size was calculated using clinical 

analysis, With alpha and beta values 0.05 and 0.5, 95% confidence, pretest power 80% and enrolment ratio 

1.(Gibson and Elrod 2018) 

 

K-Means 

 

Clustering is a strategy for uncovering commonalities and insights about the structure of data in exploratory data 

analysis. It can be described as a strategy for determining where data points in a dataset can be divided into 

smaller groups. Clusters are smaller groups with data points that are similar in key ways, whereas data points 

from distinct clusters are dissimulated. Clustering is classified as an unsupervised learning method because no 

target classes are supplied against which the clusters' output may be compared in order to assess their 

performance. This method can be used to keep track of a student's academic progress.The k-means algorithm is 

an iterative technique that attempts to split datasets into K pre-defined, unique, non-overlapping subgroups 

(clusters), each of which contains just one data point. 

 

Input: College dataset 

Output: Accuracy 

1. Initialize K centroids randomly 

2. Associate each data point in D with the nearest centroid .This will divide the data data points into K clusters. 

https://paperpile.com/c/Sf5L1h/l6Cw
https://paperpile.com/c/Sf5L1h/l6Cw
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https://paperpile.com/c/Sf5L1h/W0M5
https://paperpile.com/c/Sf5L1h/x5BIC+ACpr9+XqxDZ+DaaQy+7lVd2+nTJpd+CU14U+MxFwY+CtmHa+Vl6gp+fV2dZ
https://paperpile.com/c/Sf5L1h/x5BIC+ACpr9+XqxDZ+DaaQy+7lVd2+nTJpd+CU14U+MxFwY+CtmHa+Vl6gp+fV2dZ
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https://paperpile.com/c/Sf5L1h/32lf


Copyrights @Kalahari Journals Vol. 7 (Special Issue, Jan.-Mar. 2022) 

International Journal of Mechanical Engineering 

1281 

3. Recalculate the positions of centroids. 

Repeat steps2 and 3 until there are no more changes in the membership of the data points. 

4. Data points with cluster memberships. 

Select the number K to decide the number of clusters. Select random K points or centroids; it can be other from 

the input dataset. Assign each data point to their closest  centroid,which will form the predefined K clusters. 

Calculate the variance and place a new centroid of each cluster. Repeat the third steps, which means assign each 

datapoint to the new closest centroid of each cluster. If any reassignment occurs, then go to another to FINISH. 

 

Support Vector Machine (SVM)  

 

Support Vector Machine” may be a supervised machine learning algorithmic rule which can be used for each 

classification of regression challenges. However, within the SVM algorithm, we tend to plot every data item to 

some extent in an n-dimensional area (where n is the variety of options you have) with the value of every feature 

of a specific coordinate. Then, we tend to perform classification by finding the hyper-plane that differentiates 

the two categories alright. 

 

In the SVM classifier, it’s easy to own a linear hyper-plane between these two categories. The SVM algorithmic 

rule includes a technique known as the kernel trick. The SVM kernel is a perform that takes a low dimensional 

input area and transforms it to a higher dimensional area. It’s principally helpful in non-linear separation 

problems.  

 

The Pseudocode for SVM is as follows: 

Inputs: College dataset 

Output: Selected features and Accuracy. 

1. Load the dataset 

2. Split the dataset randomly into training (80%) and testing (20%) dataset 

3. Set the target variable 

4. Generate the SVM classifier based on the training set 

5. Train the classifier using rbf kernel parameter 

6. Predict the testing set based on training dataset 

7. Evaluate the classifier. 

8. Return Accuracy. 

 

Support vector machine(SVM) is a regulated machine learning algorithm which can be utilized for both 

classification and regression challenges. In this study, to train the SVM the svc class of scikit learn library was 

used. Import the college.csv dataset and load the dataset. The dataset is split randomly into training (80%) and 

testing (20%) sets.The target variable is selected. Then, the SVM classifier based on the training set is generated. 

Rbf is used as the parameter value for this kernel based approach. The proposed method implements an 

innovative cluster method that incorporates a kernel based approach. The testing set is predicted based on the 

training set. The SVM classifier is evaluated and the accuracy is calculated.  

 

The proposed work was experimented in Google Colab, The Hardware and Software requirements for 

experimenting the work includes i3 processor, 50GB HDD, 4GB RAM,Windows OS, Python: Colab/Jupyter.  
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Initially, the dataset was divided into two parts: training and testing sets. Then the algorithm is experimented on 

the training and testing sets. The training and testing sets are varied 10 times based on test set size. Table 1 

depicts the comparison of accuracy and precision of  K- mean and Decision Tree  for 10 iterations. 

 

The various parameters for the analysis can be calculated as follows: 

 

Equation (1) - Accuracy : It identifies the number of instances that were correctly classified. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
        (1) 

Precision is used to calculate which part of prediction data is positive using equation (2).  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑝

𝑇𝑃+𝐹𝑝
                                                                          (2) 

Recall is also called sensitivity which calculates the relevant instances that are selected, which is calculated 

using equation (3). 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                                              (3) 

Here “TN” means True Negative, “TP” means True Positive, “FP” means False Positive and “FN” means False 

Negative. 

 F-measure measures model accuracy on a dataset using equation (4). 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 2 × (
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
)                                                (4) 

 

Statistical Analysis 

Besides experimental analysis, the work was evaluated statistically using Statistical Package for Social Sciences 

(SPSS). The analysis was done to obtain Mean, Standard Deviation and Standard Error Mean. An independent 

variable T Test was carried out to compare the parameters on both the groups. The analysis uses several  

independent variables such as apps, accept, top 10 percentage, top 25 percentage, f.undergrade, p.undergrade, 

out state, room, board, books, terminal, ph.d, expand. The dependent variables used are accuracy and precision. 

 

RESULTS 

Table 1 shows the comparison of accuracy and precision of both the groups for 10 iterations. Table 2 depicts the 

various parameters of both groups. The accuracy, Precision, Recall, F1 Score and F2 Score has been calculated 

for K-Mean and decision tree.The analysis of two groups shows that SVM has higher accuracy (85.1%) and 

Precision (68.4%) compared to K-Mean. From Fig. 1 and Fig.2 , it is inferred that the ROC graph shows the 

performance of the K-Mean and SVM classification model at various classification thresholds. Table 3 shows 

the statistical analysis of K-Mean and Support Vector Machine with different test datasets. An innovative cluster 

method that incorporates a kernel based approach is applied. The mean accuracy of the Support Vector Machine 

model appears to be higher than the K-Mean model. Also, the precision of the Support Vector Machine is much 

higher than the K-Mean. The performance of the Support Vector Machine algorithm is superior to the K-Mean 

algorithm.The Table 4 depicts the statistical analysis of Significant levels for both groups. There is no Significant 

difference among the two groups. Hence the decision tree is better than K-Mean. Fig. 3 inferred the mean 

accuracy and mean precision of K-Mean and Support Vector Machine. The statistical analysis of two 

independent groups shows that Support Vector Machines have higher accuracy mean (85.1%) and Precision 

mean (68.4%) compared to K-Mean. The mean error of K-Mean is a little lesser than Support Vector Machine. 
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DISCUSSION 

Prediction of college students is a major issue in the college recommendation system. Experimental work was 

done among two groups K-Mean and Support Vector Machine by varying the test size. From the experimental 

results (Fig. 3 and Fig. 4)  done in Google colab, the accuracy and precision of the Support Vector Machine by 

applying an innovative cluster method which uses a kernel based approach is 89.40% and 85.20%, whereas K-

Mean provides the accuracy (47.00%) and precision to be (47.10%). This depicts that Support Vector Machine 

is better than K-Mean. The various parameters like TP rate, FP rate, Precision, Recall, F-measures  are also 

compared From the SPSS graph, the proposed Support Vector Machine Classifier which uses a kernel based 

approach performs better in terms of accuracy (85.1%) and precision (68.4%) compared with the K-Mean 

algorithm. Fig. 3 depicts that the mean error of the Support Vector Machine is found to be little higher than K-

Mean, which has to be minimised. 

The most important aspect in predicting college recommendation is accuracy and  precision. In the study by a 

machine-learning-based diagnosis system for college recommendation prediction by using a college student  

dataset was proposed. Popular machine learning algorithms(Corker et al. 2017), three feature selection 

algorithms, the cross-validation method, and seven classifiers performance evaluation metrics such as 

classification accuracy, specificity, sensitivity, Matthews’ correlation coefficient, and execution time were used 

by the study (Banik 2018). In the study a scalable solution was proposed for predicting college recommendation 

systems. The Support Vector Machine algorithm was used on spark framework for predicting college 

recommendation  and demonstrated that even with a dataset of 600 documents, achieving a higher accuracy rate 

by the study (Chung et al. 2020)  

In the study, attribute filtering, frequent item mining and a variety of data mining techniques such as Support 

vector machine and KNN classifications are used for predicting recommendation systems at early stages 

(Aggarwal 2016). When it comes to predicting college recommendations, the accuracy was superior to that of 

other algorithms. 

The accuracy of the Support Vector Machine  classification algorithm depends on the training and testing dataset 

size (Ricci, Rokach, and Shapira 2015). In our study, the accuracy and precision appears to be better than the K-

Mean. However, the mean error seems to be higher in our proposed work which has to be minimized. 

Although the results of the study are better in both experimental and statistical analysis, there are certain 

limitations in the work. The evaluation of accuracy cannot provide a better outcome on larger data sets. Moreover 

in K Means, selecting the initial starting number of cluster centers is difficult. The mean error also appears to be 

higher than Decision Tree. It would be better if the mean error can be reduced to a considerable extent. In future, 

the work can be enhanced by  applying optimization algorithm techniques, to achieve better accuracy and less 

mean error. Feature selection algorithms can be used before classification to improve the classification accuracy 

of classifiers (Ng and Linn 2017). Hence, through Support Vector Machine algorithms, we can reduce the 

computation time and improve the classification accuracy of classifiers. 

 

CONCLUSION 

The work shows that the  accuracy and precision for college recommendation prediction using Support vector 

machine (SVM) by applying an innovative cluster method which uses a kernel based approach appears to be  

better than the K-Means. The mean error is found to be little higher than K-Mean. Hence, it is concluded that 

SVM results in acceptable accuracy and precision than K-Mean. 
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TABLES AND FIGURES 

 

Table 1. Accuracy and Precision achieved during evaluation of College Student  prediction  using test dataset 

with  K-MEAN algorithm and Support vector machine technique for different iterations 

 

ITERATIONS                  ACCURACY                   PRECISION 

        K-Mean     SVM  SVM           K-MEAN 

1 46.00 88.40 84.10 46.10 

2 44.30 91.21 86.05 47.02 

3 45.75 87.70 84.30 45.73 

4 46.04 87.05 86.78 47.31 

5 44.76 

 

87.36 84.84 46.27 

6 45.03 90.32 86.53 47.10 

7 46.98 87.43 87.43 46.32 

8 44.86 89.23 82.54 44.29 

9 45.79 86.43 85.63 44.82 

10 46.34 88.34 87.34 45.21 
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Table 2. Experimental analysis in Google Colab for Accuracy, Precision,Recall,F1 Score and F2 Score for K-

Mean and SVM. Support vector machine provides better Accuracy (86.66%) and Precision (76.66%) than K-

Mean 

Model Accuracy Precision Recall F1 Score F2 Score 

SVM 86.6667 76.6667 1.00000 0.6444 4 0.819209 

K-Mean 46.8889 47.6667 0.965517 0.88889 0.93333 

 

Table 3. Statistical Analysis of Mean, Standard Deviation and Standard Error of Precision and Accuracy of K-

Mean and SVM algorithms. There is a statistically significant difference in precision and accuracy values 

between the algorithms. Support vector machine has  higher precision (68.4%)  and accuracy (85.10%) than K-

Mean. 

GROUP N Mean Std.Deviation Std.Error Mean 

ACCURACY  K-MEAN   

                        SVM 

10 

10 

50.2000 

85.1000 

38.68620 

2.55821 

12.23365 

.80898 

PRECISION   K-MEAN 

                        SVM 

10 

10 

51.1000 

68.4000 

39.12501 

20.25504 

12.37242 

6.40521 

 

Table 4.  Comparison of the Significance level for K-Mean and SVM algorithms with value p < 0.05. Both K-

Mean and SVM have a significance level less than 0.05 with a 95 % confidence interval 

 

 Levene’s Test 

for Equality of 

Variance 

 

 

                              T-test for Equality of Means 

 

 

F 

 

 

Sig 

 

 

 t 

 

 

df 

 

 

Sig(2-

tailed) 

 

Mean  

Difference 

Std.Error 

Difference  

95% Confidence 

Interval of the 

Difference 

Lower Upper 

Accuracy 119.50

5 

.000 -2.847 

-2.847 

18 

9.079 

.011 

.019 

-34.90000 

-34.90000 

12.26037 

12.26037 

-60.65808 

-62.59827 

-9.14192 

-7.20173 

Precision 24.782 .000 -1.242 

 

-1.242 

18 

 

13.50 

.230 

 

0.235 

-17.30000 

-17.30000 

13.93210 

 

13.93210 

-46.57025 

-47.28534 

-11.97025 

12.68534 
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               Fig. 1.  Receiving Operating characteristic (ROC) Curve for SVM 

 

 

        Fig. 2.  Receiving Operating characteristic (ROC) Curve for K-Means 

 

 

Fig. 3.  Bar Chart representing the comparison of mean accuracy of College Recommendation system prediction 

using K-Mean and Support vector machine algorithms. SVM produces better accuracy and more consistent 

results X-axis: K-Mean vs SVM. Y-axis: Mean Accuracy  ± 1 SD.  


