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ABSTRACT 

 

Aim: Perfecting the effectiveness of Fingerprint Verification using Support Vector Machine and in comparison 

with Novel Naïve Bayes classifier.Materials and Methods:The Novel Naïve Bayes Method  is compared with 

a Support Vector Machine. The total number of samples that are evaluated on the proposed methodology is 15 

in each of 2 groups and G power value is 80%. Results: Novel Naïve Bayes Method algorithm has biometrics 

predicted with accuracy of 87% which is more compared with Support Vector Machine algorithm which is 

having the accuracy 83% in detecting the biometrics. Here the pretest power analysis was carried out at 85% 

and sample size for one group is 15 and total sample size is 30, Novel Naïve Bayes (87.28%) and SVM 

algorithms (83.01%) in terms of mean accuracy and the standard deviation of Novel Naïve Bayes Method 

(1.27323) is slightly better than SVM (1.83456) Novel Naïve Bayes Method (87.28%) and SVM algorithms 

(83.01%) in terms of mean accuracy and the standard deviation of Novel Naïve Bayes Method (1.27323) is 

slightly better than SVM (1.83456) to attain the significance value is 0.031 (p<0.05). Conclusion:  In this study 

it is found that the Novel Naïve Bayes Classifier Algorithm is  significantly better for the prediction of 

biometrics compared to  SVM algorithm. 

  

Keywords: Fingerprint Classification, Support Vector Machine, Fingerprint, Novel Naive Bayes Classifier, 

Classifier, Biometric Recognition, Machine Learning. 

 

INTRODUCTION 

The research is about the detection of  Fingerprint Classification using machine learning ([1]. Point bracket 

means that assignment of every Point to an order in a harmonious and dependable system, similar to an unknown 

point to be searched, has to be compared only to the set of fingerprints within the Information belonging to an 

https://paperpile.com/c/H3ewNx/VFd9
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analogous class ([2]). The performance of the classifier is Essential for good decision timber. But the 

performance of The classifier depends greatly on the individuality of data to Be distributed ([3]).  

 

A total of 35 articles in IEEE and 15 articles in google scholar have been published. Whereas point Matching is 

generally performed according to point Micro-features, like crest terminations and bifurcations, point bracket 

is generally grounded on macro-features, like global creststructure.The recognition of an individual Needs the 

comparison of his/her point with all the Fingerprint Classification during a database. A typical strategy to reduce 

the Number of comparisons throughout point reclamation and, Accordingly, to enhance the time interval of the 

recognition system, is to divide the fingerprints into some predefined orders. Biometrics [1] can not be fluently 

stolen, faked, or participated. Hence, this system is more dependable and safer for feting people than the 

traditional knowledge or possession grounded system. Still, these physical and behavioral features must satisfy 

several constraints for a high trustability of the biometric recognition systems. Indeed, the objects of biometric 

recognition [2] are the ease of use by a recognition without card or Leg, the increased security which is restated 

by the difficulty to circumvent the access control as well as the lesser performance with the perfection and the 

speed of processing. The factual control of mortal ideas is grounded on Feting patterns. The enhanced computers 

get Pattern recognition [3]. Bracket is an illustration of pattern Recognition [4] which assigns each input value 

to one of The individual classes. Its final goal is to optimally prize Pattern support on certain conditions and to 

separate one Class from the others.Previously our team has a rich experience in working on various research 

projects across multiple disciplines [5]–[15] 

 

Based on the literature survey the accuracy and Fingerprint [16] Classification is less when using Machine 

Learning algorithms like Support Vector Machine[17]. So focussing on this, the proposed work is used for better 

accuracy and precision. Thus the aim of this research is to Verify Fingerprint Classification by using the Novel 

Naïve Bayes[18] Method and the data of the patient by comparison of two Machine Learning algorithms. 

 

 

MATERIALS AND METHODS 

 

The research is done in the Department of Computer Science and Engineering of Saveetha School of 

Engineering. There are two groups in this study namely group 1 is the Improved Novel Naïve Bayes [19] method 

and group 2 is the Support Vector Machine [17], [20]. The total number of samples that are evaluated on the 

proposed methodology is 15 samples in each of 2 groups [3]. The sample estimation is done using the G Power 

statistical software has achieved actual power of  80% statistical difference between means, a-0.05, G power-

0.80, effect size-0.679345, mean for c-means Novel Naïve Bayes-0.87, mean for Support Vector Machine-0.83, 

standard deviation-0.51218 . 

 

Data Preparation 

 

A dataset was collected from the Kaggle website and has been used in which there was data for fingerprint 

recognition. It contains a total of 100 images of fingerprint data which is used for disease identification 

(https://www.kaggle.com/ruizgara/socofing). In the data collection procedure, the various images of the 

fingerprint are collected based on the fingerprint recognition and are stored in a file. The data is collected from 

the different data sets and stored which is easier to analyze. 

Naive Bayes Algorithm 

 

The Novel Naïve Bayes Classifier algorithm  is one of the simplest and most effective Fingerprint Classification 

ML algorithms which helps in building the fast machine learning models that can make quick predictions. Novel 

https://paperpile.com/c/H3ewNx/eMP5
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Naïve Bayes[21] is one of the fast and easy ML algorithms to predict a class of dataset images and removes the 

edges of the image preserving the structural properties of any image as below.  

 

Input: Image  

Output: After removing the edges of the image 

     Step 1 : Get the image  

     Step 2 : Remove the noise from the image to get clear image  

     Step 3 : Remove the edges from the image and use the gaussian blur 

     Step 4 : Calculate the gradient and gray scale of the image  

     Step 5 : Get the image after removing the edges 

Support Vector Machine (SVM) Algorithm 

 

Support Vector Machine (SVM) is the technique of fingerprint classification that separates the values of the 

data by the creation of hyperplanes. Hyperplanes can be of different shapes based on the spread of data but just 

the points that help in distinguishing between the classes are considered for the classification. 

     Step 1 : Import the matplotlib.pyplot 

     Step 2 : Get the image from the data set  

     Step 3 : Import svc to the program 

     Step 4 : Use else if condition for the image 

     Step 5 : Check the image and predict it 

     Step 6 : Get the accuracy score of the prediction 

 

The whole process of data training and testing is done in the process as Fig. 1. Training data is the process of 

making the Novel Naïve Bayes to understand the data of the symptoms and to perform the difference in the 

dataset by making the model to get trained in an effective manner. Images are collected and trained to get the 

Fingerprint Classification analysis path. The testing setup of the proposed system is Hardware-Desktop with 

64-bit, 4GB RAM and Software-Windows 10, Python 3.8, Jupyter Notebook.Now split the collected data into 

two different datasets,one is training dataset and one testing dataset. So that performs the analysis of data used 

for model building  and predictive modeling that is used for the prediction of the Fingerprint. 

https://paperpile.com/c/H3ewNx/faf6
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Fig. 1. Sample dataset images along with its actual images. 

 

   Step : 1 Split the images  differently based on the identifications.  

   Step : 2 70% of the dataset is used for training and building the model. 

   Step : 3 30% of the data is used  for testing and removing the outliers of the model. 

   Step : 4 Fit the model within the data,where the model should not overlap. 

   Step : 5 Improved Logistic Regressions are applied to the data entered. 

   Step : 6 Fingerprint recognition is done. 

 

This data is used for the verification purpose and to check whether the data is trained properly or not. This can 

be an analyzing factor which is used to determine the accuracy of the identification and prediction of disease 

through the trained values of the data like in Table 1. 
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Table I. Performance measure of Support Vector Machine (Accuracy-83.01) and Naive Bayes (Accuracy-

87.28) 

 

Algorithm Accuracy F1-score 

Support Vector Machine 83.01 82.44 

Naive Bayes                     87.28                     85.33 

 

 

Statistical Analysis 

 

The analysis is done through SPSS Software using Innovative Novel Naïve Bayes Detection and Support Vector 

Machine [20], [22] Algorithms. Dependent variables are persons and fingerprints. The independent variables 

are Accessing time, recognition of images, Actions of a person, Object Recognition. 

 

RESULTS 

 

After the data collection is carried out the analysis can be done using an UI or can be done using the python 

compiler for execution of result and accuracy of the particular ML algorithm. Fig.1 shows the data set of 

different Biometric recognition images[23]. Here in this proposed work the Improved Novel Naïve Bayes 

Classifier [19], [24] algorithm has achieved a result of 87.28% accuracy. The accuracy has been improved a lot 

compared to the Support Vector Machine[25] algorithm which only produced 83.01% accuracy. The final 

Biometric Verification can be done using the images of the biometric recognition. 

Table II. Group statistics of Support Vector Machine (mean accuracy 83.01%) and Naive Bayes(mean accuracy 

87.28) 

 

Algorithm N Mean Std.Deviation Std.Error mean 

SVM 15 83.01 1.83456 0.58014 

Naive Bayes 15 87.28 1.27323 0.40263 
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Table III. Independent Sample Test T test is applied for the data set fixing confidence interval as 87.28% and 

level of significance as 0.0031 
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In SPSS software a sample size of 15 data is used for analysis of Novel Naïve Bayes Classifier [21] and Support 

Vector Machine algorithms. These 15 data samples for each algorithm are used to calculate the different 

statistical values of accuracy and F1 score that can be used for comparison as in Table 1. Here are the statistics 

of the ML algorithms comparison of Support Vector Machine[17] and Innovative Novel Naïve Bayes[26] 

Method Algorithm in which the various stats of Mean Accuracy, Standard Deviation and Standard Error Mean 

of the two algorithms that are taken for the comparison as in the Table 2 in the Fingerprint verification system. 

These stats can be used to differentiate the efficiency between the two algorithms. In Table 3 independent 

samples of significance, mean difference, standard error difference and confidence interval of the difference of 

both ML algorithms have been compared. Fig. 2 shows the Comparison of Novel Naïve Bayes Method (87.28%) 

and SVM algorithms (83.01%) in terms of mean accuracy and the standard deviation of Novel Naïve Bayes 

Method (1.27323) is slightly better than SVM (1.83456) to attain the significance value is 0.031 (p<0.05).[17], 

[19] 
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Fig. 2. Comparison of  Novel Naïve Bayes Method and SVM algorithms in terms of mean accuracy. The mean 

accuracy of Novel Naïve Bayes Method is better than SVM and the standard deviation of Novel Naïve Bayes  

Method is slightly better than SVM with error bar +/-1 SD. 

 

Table II. Group statistics of Support Vector Machine (mean accuracy 83.01%) and Naive Bayes(mean accuracy 

87.28) 

 

Algorithm N Mean Std.Deviation Std.Error mean 

SVM 15 83.01 1.83456 0.58014 

Naive Bayes 15 87.28 1.27323 0.40263 

 

Table III. Independent Sample Test T test is applied for the data set fixing confidence interval as 87.28% and 

level of significance as 0.0031 
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DISCUSSION 

 

Based on the above study it is observed that the Novel Naïve Bayes[20] Method algorithm has better accuracy 

87.28% then the Support Vector Machine[27] algorithm which has 83.01% in the prediction of Fingerprint. 

 

In the work they have acquired  an accuracy of 79% by using the Support Vector Machine but Novel Naïve 

Bayes has obtained an accuracy percentage of 85%. This study is a comparison between segmentation 

(Accuracy=80%). Random forest (Accuracy=82%). The Classifier is found by the conventional neural network 

used in Fingerprint  prediction systems. This process is not observed in the proposed work. overcome the 

problem by using the deep learning ML algorithm [24] that identifies the pattern and classifies the biometric 

recognition image for finding Fingerprint Recognition. In the above study the data has shown that the Novel 

Naïve Bayes [28] Method algorithm has better accuracy than the ML algorithms like Segmentation[2], [29], 

Random forest and Support Vector Machine[30]  but lacks in the detection of the Fingerprint  that are based on 

the user specific needs, which is hard to achieve through this method.[2][17] [2], [29] 

 

The limitations of this proposed work is that the normal biometric recognition image is not able to recognize 

the Fingerprint images used and also most of these examinations reflect negative cases and many have poor 

image quality. In future various applications can be made by working together with professions of creating 

applications for predicting Biometric recognition [31]. Even the medical health records can be uploaded on the 

cloud platform for the future reference and availability of the data through which more users can access the data 

[29] [23] 

 

CONCLUSION 

 

In this research Fingerprint Verification systems using datasets have been observed that the Novel Naive Bayes 

Method algorithm [24] has obtained a better accuracy of 87.28% than the  Support Vector Machine [32] 

algorithm which only has an accuracy of 83.01%. The precision of the Fingerprint Verification  has been 

significantly increased. 
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