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ABSTRACT 

Aim: The aim of our study is to classify the healthy and diabetes mellitus subjects using a logistic model tree 

(LMT) and Naive Bayes (NB) classifiers. Materials and Methods: The proposed study used the LMT and NB 

machine learning algorithms to classify diabetes using Indian Diabetic Database (PIMA) dataset with healthy 

(n=44) and diabetic (n=44) subjects which are collected from kaggle, a machine learning repository. The normal 

and diabetic subjects were classified using Waikato Environment for Knowledge Analysis (WEKA) version 

3.8.5, a data mining tool. The statistical analysis was performed using IBM SPSS software version 21. Results: 

The statistical significant difference (p<0.01) was observed between the groups. The NB classifier has achieved 

the classification accuracy rate as 64.77% and LMT classifier has obtained 62.5%. Conclusion: The classifiers 

have been trained, tested and validated using 10-fold cross-validation in WEKA tool, the NB classifier has 

achieved a higher classification accuracy rate than LMT classifier. 

Keywords: Diabetes Mellitus, Logistic Model Tree, Innovative Naive Bayes, Data Mining Tool, Artificial 

Intelligence. 

 

INTRODUCTION 

 Diabetes mellitus (DM) is a heterogeneous disorder which is characterized by hyperglycemia and glucose 

intolerance. Insulin allows the cells in the muscles, fat and liver to absorb glucose that is present in the blood. 

So it plays a major role in controlling the glucose levels in the blood (Burges 1998). The lack of insulin secretion, 

and defect in insulin action leads to type 1 and type 2 diabetes (American Diabetes Association 2014). An 

increase in the blood glucose levels leads to complications such as failure of various organs, including the 

kidneys, eyes, nerves, blood vessels (Kumari and Chitra 2013). Till today the diabetes was diagnosed by the 

invasive techniques. The importance of the study is to diagnose diabetes and pre-diabetes at the earlier stage to 

prevent the onset of disease and its complications (Rosenbauer et al. 1999). This study can also be applied to 

diagnose cardiovascular disease (CVD), chronic kidney disease (CKD) at an earlier stage (Yu et al. 2010).  

Related to our work, we have obtained around 288 articles from google scholar and 5 articles from pubmed in 

the year of 2016-2021. The authors have obtained the classification accuracy of 0.77% and 0.78% for artificial 

neural network and logistic regression classifiers, with F1 measures of 0.83 and 0.84 for predicting diabetes 

(King, Aubert, and Herman 1998). The authors experimentally tested the NB, K-Nearest Neighbour (k-NN), 
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and Logistic Regression (LR) algorithms to classify the normal and diabetes from UCI data sets. Among the 

three classifiers, NB has a better classification accuracy rate than other classifiers (Jiang et al. 2005). Some 

authors have used the KNN, Adaboost, and LR to classify the diabetes and observed that the  LR classifier 

obtained a better classification accuracy rate (Webb, Boughton, and Wang 2005). Some experimental results 

show that the adaboost algorithm with decision stump has obtained an accuracy rate as 80.72% which is greater 

compared to that of various artificial intelligence algorithms such as Support Vector Machine (SVM), NB and 

Decision Tree to classify the diabetes (Ning Wang and Guixia Kang 2012). The SVM classifier has achieved 

only 70% of the classification accuracy rate for categorizing the normal and diabetes which is found to be greater 

than KNN, LMT machine learning algorithms (Hassanein et al. 2017).Previously our team has a rich experience 

in working on various research projects across multiple disciplines(Ezhilarasan et al. 2021; Balachandar et al. 

2020; Muthukrishnan et al. 2020; Kavarthapu and Gurumoorthy 2021; Sarode et al. 2021; Hannah R et al. 2021; 

Sekar, Nallaswamy, and Lakshmanan 2020; Appavu et al. 2021; Menon et al. 2020; Gopalakrishnan et al. 2020; 

Arun Prakash et al. 2020) 

Based on the review of literature and according to our knowledge, the classification of diabetes using the Indian 

Diabetic Database (PIMA) dataset using a LMT classifier was found to be limited. So we have used the LMT 

machine learning algorithm for classifying the healthy and diabetes subjects using the PIMA dataset as the 

innovative approach in our proposed study. We have learnt about WEKA, a data mining tool and SPSS, 

statistical software. So, the aim of our study is to classify diabetes and healthy subjects using LMT and NB 

machine learning algorithms from PIMA dataset. 

                                                                                                                                                                     

MATERIALS & METHODS 

The study has been performed in the Digital Signal Processing laboratory at the Department of Biomedical 

Engineering, Saveetha School of Engineering, Saveetha Institute of Medical and Technical Sciences. Our 

research does not require ethical approval. For the classification task, we used WEKA software version 3.8.5. 

The IBM SPSS (statistical package for the social sciences) software version 21 was used to conduct the 

statistical analysis for our research.  

The PIMA dataset was obtained from kaggle, a machine learning repository which was used in our research. 

The parameters such as number of pregnancies, glucose levels, blood pressure, skin thickness, insulin, BMI 

(Body Mass Index), diabetes pedigree function, and age are available in the PIMA dataset. We have calculated 

the sample size using clincalc.com with  alpha value  as  0.05, a 95% confidence interval of 80% and enrollment 

ratio as 1 with mean accuracy of group 1 as 62.5% and group 2 as 64.77% (Rahman, Afroz, and Others 2013). 

Our proposed study has a total sample size of 88 individuals, with group 1 (healthy,n=44) and group 2 (diabetes, 

n=44). The PIMA dataset was compiled in.xlsx format and converted to.arff format to perform the  classification 

task in the WEKA software.                                                                                                            

Statistical Analysis 

The unpaired t test was performed to find the mean, standard deviation, and standard error mean. The 

independent sample test was performed to find the statistical significance between the groups. The classification 

accuracy rate (%) obtained from the machine learning algorithms are dependent variables in our study. There 

are no independent variables in our study.                                                                                                                                            

 

RESULTS 

The confusion matrix of the LMT classifier was tabulated in Table 1. It represents, true positive (TP) is n=29, 

the healthy people are correctly identified as healthy. The true negative (TN) is n=15, the diabetic patients are 

correctly identified as diabetic. The false positive (FP) is n=18, healthy people are incorrectly identified as 

diabetic. The false negative (FN) is n=26, diabetic are incorrectly identified as healthy. 

The confusion matrix of the NB classifier was tabulated in Table 2. It represents, the true positive (TP) is n=27, 

the healthy people correctly identified as healthy. The true negative (TN) is n=17, the diabetic correctly 

identified as diabetic. The false positive (FP) is n=14, the healthy people incorrectly identified as diabetic. The 

false negative (FN) is n=30, the diabetic incorrectly identified as healthy.  
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From Table 3, it was observed that NB classifiers have obtained a better classification accuracy rate as 64.77%. 

The sample size of group 1 is 44, the sample size of group 2 is 44. From Table 4, it was  observed that the mean 

accuracy of group 2 (NB classifier) is higher than the mean accuracy of group 1 (LMT classifier). An 

independent sample T test results of LMT and NB classifiers was represented in Table 5.  

The comparison of mean accuracy of LMT and NB classifiers was shown in Fig. 1. The mean accuracy of the 

NB machine learning algorithm was observed to be better than the LMT machine learning algorithms. 

 

DISCUSSION 

From Table 5, an independent sample T test, it was observed that there was a statistical significant difference 

(p<0.01) between LMT and NB classifiers. The innovative naive bayes classifier has obtained 64.77% as the 

classification accuracy rate which appears to be higher than LMT classifier (62.5%). 

(Thaiyalnayaki 2021)et.al has used Multi Layer Perceptron (MLP) and Support Vector Machine (SVM) 

classifiers with 18 parameters to classify diabetes and normal from PIMA dataset. They have correctly classified 

595 instances with a classification accuracy of 77.47% and incorrectly classified 173 instances with 22.52% as 

classification accuracy rate using MLP. Similarly the SVM classifier correctly classified 500 instances with a 

classification accuracy rate as 65.10% and incorrectly classified 268 instances with 34.89%  as a classification 

accuracy rate. The MLP classifier has outdone the SVM classifier by its classification accuracy rate using PIMA 

dataset (Thaiyalnayaki 2021).  

(Thulasi, Ninu, and Shiva 2017) et.al used three artificial intelligence algorithms such as random forest (RF), 

SVM, and NB to perform the classification of diabetes and non-diabetes from PIMA dataset. The performance 

of these algorithms is evaluated on different measures like precision, recall, F-measure, and accuracy rate. Their 

experimental results show that the NB classifier outperforms with the highest classification accuracy rate 

compared with RF and SVM algorithms (Thulasi, Ninu, and Shiva 2017). (Patra and Khuntia 2021) et. al has 

used the Pima Indian Diabetes Dataset (PIDD) in their study. They have splitted the dataset into 90% for training 

and 10% for testing and found that KNN classifier has obtained maximum classification accuracy rate as 83.2% 

for predicting the diabetes (Patra and Khuntia 2021). 

(Bilous and Donnelly 2010) et. al has obtained the classification accuracy rate as 91% for NB and KNN machine 

learning algorithms to classify the diabetes and normal with 9 % of error rate using PIMA dataset (Bilous and 

Donnelly 2010). (Nurjahan et al. 2021) constructed a predictive model through examining several machine 

learning techniques such as decision tree, KNN, NB, SVM, LR, extreme Gradient Boosting, MLP and RF on 

two different datasets of diabetes patients namely Pima Indian diabetes datasets and Sylhet Diabetes Hospital 

datasets. Their experimental results revealed that RF classifier has obtained the highest classification accuracy 

rate as 97.5%, F-measure as 97.5%, Area under Receiver Operating Characteristic Curve as 99.80% for Sylhet 

hospital datasets. For the PIMA dataset, LR classifier has obtained the highest classification accuracy rate as 

77.7%, F-measure as 77% and Area under Receiver Operating Curve as 83% (Nurjahan et al. 2021). (Sarwar, 

Kamal, and Hamid 2018) et.al have obtained 77% as accuracy rate for SVM and 71% accuracy rate for RF 

classifier for the classification of diabetes mellitus using PIDD dataset (Sarwar, Kamal, and Hamid 2018). The 

opposing findings were not observed in our study according to our knowledge from the review of literature. The 

factors such as hereditary, unhealthy diet, sedentary lifestyle and aging of the subjects might affect the results 

of our study.  

As the limitation of this study, the modifications can be made in the machine learning algorithms to obtain a 

better classification accuracy rate (%) and  sampling size can also be increased in our study. Furthermore, 

machine learning algorithms can be incorporated for the dataset (PIMA)  to obtain a better classification 

accuracy rate to classify diabetes mellitus in future. The computer aided diagnostic (CAD) system can be 

developed in future to help the clinicians to predict the diabetes mellitus at the earliest.                                                                                        

 

CONCLUSION 

                 In our research, the innovative naive bayes and logistic model tree classifiers were used to classify 

the healthy and diabetic subjects using a PIMA dataset. Overall, the innovative naive bayes classifier has 

achieved a higher accuracy rate as 64.77% than the logistic model tree classifier (62.5%).  
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                                                      TABLES AND FIGURES  

Table 1: Represents the confusion matrix of the LMT classifier. 

 Healthy Diabetic 

Healthy 29 15 

Diabetic 18  26 

 

Table 2: Represents the confusion matrix of the NB classifier. 

 Healthy Diabetic 

Healthy 27 17 

Diabetic 14 30 

 

Table 3: Comparison of the LMT and NB classifiers in terms of accuracy (%). 

Classifiers Accuracy (%) 

 

LMT 

62.5 

 

NB 

64.77 
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Table 4: Represents the group statistics description of the LMT and NB machine learning algorithms.  

  
Group N Mean Std. Deviation Std. Error Mean 

Accuracy LMT 44 61.4150 3.25725 .49105 

NB 44 64.6564 .70820  .10677 

 

Table 5: Independent sample test for significance and standard error determination. P value is less than 0.05 

considered to be statistically significant and 95% confidence intervals were calculated. 

  

Levene's Test 

for Equality of 

Variances t-test for Equality of Means 

F Sig. t df 

Sig. (2- 

tailed) 

Mean 

Diff. 

Std. 

Error 

Diff. 

95% Confidence 

Interval of the 

Difference 

Lower Upper 

Ac

cu

ra

cy 

Equal 

variances 

assumed 

18.14 .000 -6.45 86 .000 -3.24 .50 -4.24 -2.24 

Equal 

variances 

not 

assumed 

  -6.45 47 .000 -3.24 .50   -4.25 -2.23 
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Fig. 1 Comparison of LMT and NB classifiers in terms of mean accuracy. The mean accuracy of NB is better 

than LMT and the standard deviation of LMT is slightly better than NB. X Axis: LMT classifier vs NB classifier;  

Y Axis: Mean accuracy of detection ± 1 SD.  

 

 


