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ABSTRACT 

Aim: Novel prediction of the online game disorder level of the students using K-Nearest Neighbors algorithm 

compared with the Support Vector Machine approach with improved accuracy. Materials and Methods: The 

online game disorder level of the student’s analysis is done by machine learning algorithms such as K-Nearest 

Neighbors and Support Vector Machine approaches.  Here pretest power analysis was carried out at 80% and 

the sample size for one group is 20 and the total sample size is 40, to attain the significance value is 0.001.  

Result: Implemented a novel prediction of the online games disorders for students using K-Nearest Neighbors 

algorithm and Support Vector Machine algorithm with the accuracy of 96.10% and 96.15% respectively.  There 

is a statistical 2-tailed significant difference in accuracy for two algorithms is 0.001 (p<0.05) by performing 

independent samples t-tests. Conclusion: The disorder among students is predicted due to online games using 

the Support Vector Machine algorithm appears to produce better accuracy compared with the K-Nearest 

Neighbors algorithm. SPSS analysis helps to depict the reliability of data where time is a dependent variable 

and size is an independent variable. 

Keywords: Online game, Disorder level, Novel Prediction, Machine learning, K-Nearest Neighbors Algorithm, 

Support Vector Machine Algorithm  

 

INTRODUCTION 

Nowadays online gaming is very familiar. The world has pushed to the situation that no youngsters are without 

using cell phones and in which they are always playing online games.  Some of the internet gaming disorders 

include preoccupation with gaming.  They spend more time on this type of gaming.  This problematic condition 

is defined as the competitive utilization of video games which results in useful impairment to an individual 

capacity for function in many life domains over a prolonged period of duration (Zampelas and Micha 2015; 

Kim and Kim 2010). These disorders can be analyzed when an individual engages in gaming activity at the cost 

of satisfying the daily duties.Previously our team has a rich experience in working on various research projects 

across multiple disciplines(Ezhilarasan et al. 2021; Balachandar et al. 2020; Muthukrishnan et al. 2020; 

https://paperpile.com/c/j60gxZ/ihbM+0LmA
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Kavarthapu and Gurumoorthy 2021; Sarode et al. 2021; Hannah R et al. 2021; Sekar, Nallaswamy, and 

Lakshmanan 2020; Appavu et al. 2021; Menon et al. 2020; Gopalakrishnan et al. 2020; Arun Prakash et al. 

2020) 

In existing developed systems there is a lack of prediction of students' online gaming disorder performance (Lai 

2021).  The student's online gaming disorder performance analysis and novel prediction can be done by using 

machine learning algorithms such as Support Vector Machine  to perform significantly better than the K-Nearest 

Neighbors Algorithm. 

 

MATERIALS AND METHODS 

This investigation was conducted in the Institute of Computer science and Engineering section of Saveetha 

School of Engineering,  Saveetha Institute of Medical And Technical Sciences. In this current research work, 

two groups were considered, one group refers to K-Nearest Neighbors and the other group refers to the Support 

Vector Machine analysis process.  Pretest power analysis was carried out at 80% and sample size for one group 

is 20 and the total sample size is 40, the threshold value is 0.001(Chimidt and Filho 2020). SPSS analysis is 

carried out with the level of significance value p<0.05.  Using G*power tool version 3.1, sample size for each 

group (RBD and LSD) is 62 with actual power 0.9234. Mean and standard deviation has been taken from 

previous literature for sample size calculation. 

The Student’s online gaming details datasets are downloaded from the Kaggle website.  The dataset consists of 

250 rows and 6 columns. Dataset is the combination of degree of study time for goal object materials(STG), the 

degree of repetition number of users for goal object materials(SCG), the degree of study time of the user for 

related objects with goal objects(STR), the online activates of a user for connected objects with goal 

objects(LPR), the online gaming performance of the student for goal objects(PEG), the knowledge level of 

student(UNS). 

K-Nearest Neighbors Algorithm 

K-Nearest Neighbors is a kind of supervised type learning approach which is applied for classification-based 

problems on labeled type data. It executes based on guessing each data point value near to another one that 

comes under the similar (Salmani, Desale, and Anthony 2021). This work K-Nearest Neighbors approach is 

applied for forecasting an individual’s stage of anxiety level and depression level based on the classification 

outcome. 

Step 1: Calculate “d(x, xi)” i =1, 2, ….., n; where d denotes the Euclidean distance between the points. 

Step 2: Arrange the calculated n Euclidean distances in non-decreasing order. 

Step 3: Let k be a +ve integer, take the first k distances from this sorted list. 

Step 4: Find those k-points corresponding to these k-distances. 

Step 5: Let ki denotes the number of points belonging to the ith class among k points i.e. k ≥ 0 

Step6: If ki >kj ∀ i ≠ j then put x in class i. 

Support Vector Machine Algorithm 

Support Vector Machine algorithm is mainly in binary type classification due to its unique idea to identify 

hyperplanes to categorize two classes with the highest margin.  The major benefit of the Support Vector Machine 

approach is its categorization nature to provide the solution for nonlinear type problems with the kernel method 

(Wei 2012).   

Step 1: candidateSV = { closest pair from opposite classes }  

Step 2: while there are violating points do  

   Find a violator  

   candidateSV = candidateSV S violator  

Step 3:   if any αp < 0 due to addition of c to S then  

candidateSV = candidateSV \ p 

https://paperpile.com/c/j60gxZ/iLRME+ts2YD+mJhXd+wCl0y+nqaCr+pH4If+v9NUD+HgAxt+jYIDs+aAkDi+ME3u8
https://paperpile.com/c/j60gxZ/iLRME+ts2YD+mJhXd+wCl0y+nqaCr+pH4If+v9NUD+HgAxt+jYIDs+aAkDi+ME3u8
https://paperpile.com/c/j60gxZ/iLRME+ts2YD+mJhXd+wCl0y+nqaCr+pH4If+v9NUD+HgAxt+jYIDs+aAkDi+ME3u8
https://paperpile.com/c/j60gxZ/psxs
https://paperpile.com/c/j60gxZ/psxs
https://paperpile.com/c/j60gxZ/6ZBd
https://paperpile.com/c/j60gxZ/FD5X
https://dataaspirant.com/2015/04/11/five-most-popular-similarity-measures-implementation-in-python/
https://paperpile.com/c/j60gxZ/pYoR
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  repeat till all such points are pruned  

   end if  

end while 

RBF method is used to decrease the hyperparameter computation. In this work, the following kernel method is 

used (Di et al. 2019). 

𝑥(𝑥𝑖 , 𝑥𝑗) =𝑒𝑥𝑝 𝑒𝑥𝑝 (−
‖𝑥𝑖 − 𝑥𝑗‖2

2𝜎2 ) − − − − − (1) 

In equation (1) 𝜎 indicates the RBF function manipulated (Howlett and Jain 2013) by the concerned user.  

The software tool used to assess the performance of the Support Vector Machine and K-Nearest Neighbors was 

in google colab and Jupiter notebook platform with python programming language.  The hardware setup was 

Intel core i5 processor type with a RAM size of 8GB.  The 64-bit system, OS, X64 based processor with an 

HDD of 917 GB is used to develop the model.  The software setup includes the windows 10 OS (Operating 

system).  The designed model was trained by a training dataset before testing the developed model.  Once the 

model is getting trained, test the developed model using a test dataset. In this work training error is below the 

limit value then cancels the training process. Now given value from the test dataset can be given into a trained 

model to check the outcome. Once the learning convergence is reached the level then the result of testing is also 

verified. 

Statistical Analysis 

The analysis was completed using IBM SPSS tool version 21. It is one of the statistical software tools used for 

analyzing data.  Independent variables project, team_exp, year_end etc and  dependent variables are id, length, 

effort. For both proposed and previous algorithms, 10 iterations were completed with a maximum of 10-20 

numbers of samples and for every iteration, the predicted exactness was noted for analyzing accuracy rate. SPSS 

analysis is carried out with the level of significance value p<0.05. With value obtained from the iterations, an 

Independent type Sample T-test was executed 

 

RESULTS 

In Table 1, Statistical Analysis of Mean, Standard Deviation and Standard Error of Accuracy of Support Vector 

Machine (96.15%) and K-Nearest Neighbors (96.10%) algorithms were represented. It was observed that for 10 

samples in Support Vector Machine Algorithm mean is 86.565 with Standard deviations of 7.70556, which is 

significantly better than the K-Nearest Neighbors algorithm means of 85.7550 and Standard deviation of 

7.81631. 

 

Table 2 represents the Levene’s Test for equality of variances and t-test for Equality of Means for Support 

vector machines and K-Nearest Neighbors algorithm. The 2-tailed significance value smaller than 0.002 

(p<0.05) showed that our hypothesis holds good.  

 

Figure 1 represents the mean accuracy of Support Vector Machine (96.15%)and K-Nearest Neighbors (96.10%)  

and Support Vector Machine  performs significantly better than K-Nearest Neighbors  algorithm(p=0.001) with 

Mean Accuracy of detection 土 2 SD and 95% CI are specified. 

 

DISCUSSION 

Based on the Kim et al.’s study it is to create a theoretical structure to supply realistic assistance to avoid and 

handle adult online gaming habits by designing a forecasting model via broad analysis of concern features (Kim 

and Kim 2010). In that they have collected data from 1,318 school students and analyzed them using the SPSS 

tool.  Forecasting online game addiction using DT(Decision Tree) approach.  In their research work, they have 

considered various factors like gender, school type, economical status, gaming location, amount of time spent 

for gaming, internet usage, occupation of the parents, supervising level, etc.  The outcome of this research 

https://paperpile.com/c/j60gxZ/nxJV
https://paperpile.com/c/j60gxZ/pnkl
https://paperpile.com/c/j60gxZ/0LmA
https://paperpile.com/c/j60gxZ/0LmA
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recommends preventive measures for concerned groups in a regular way.Many current stories are evidence of 

the online gaming disorder level.  Problematic type gaming prediction is a very critical process.  Wu et al tried 

to forecast the online game playing time in the future.  The outcome of this research work is used to assist people 

to manage a better balance between real-world activities and their virtual world.  To forecast the playing time 

in the future here the authors change the game dataset into time-related data with the condition of problematic 

gaming.  DL (Deep Learning) approaches are providing the solution for multiclass categorization issues (Wu 

and Carette 2020). 

MOBA (Multiplayer Online Battle Arena) is one of the most familiar video games throughout the world.  Many 

existing studies show the unnecessary commitment in online games can direct to IGD (Internet Gaming 

Disorder).  These kinds of problems are directly interlinked with psychological issues like anxiety, impulsivity, 

etc.  (Swati Aggarwal et al., 2019) propose a method to identify the self-esteem level of PUBG players, identify 

whether the people are suffering from internet gaming or not, and predict the psychological issues.  Here the 

authors extract PUBG players' datasets from Asian Countries and use ML models to forecast the psychological 

levels.  An entry-level experiment outcome demonstrates the prediction of disorder accuracy rate with 93.18%.  

The outcome of this research indicates a strong association is there between the PUBG game and the 

psychological disorder level (Swati Aggarwal et al., 2019).  

The limitations of this current work are that the time complication was considerably more compared to an ideal 

state.  This can be increased on future analysis and generality of the data which can significantly decrease 

process completion time. Many features can be considered for the Support Vector Machine in the future so that 

it can work proficiently and improve forecasting accuracy.  Attributes like SCG, STG, LPR can increase the 

accuracy rate.   

 

CONCLUSION 

From these experiments, it is concluded that the Support Vector Machine algorithm appears to be better than 

the K-Nearest Neighbors algorithm.  The online gaming student’s disorder analysis was carried out by utilizing 

machine learning algorithms such as Support Vector Machine to perform significantly better than the K-Nearest 

Neighbors algorithm.  Support Vector Machine proved with better accuracy of 96.15% than the K-Nearest 

Neighbors algorithm accuracy of 96.10%. 
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TABLES AND FIGURES 

Table 1. Represents Statistical Analysis of Mean, Standard Deviation and Standard Error of Accuracy of 

Support Vector Machine (96.15%) and K-Nearest Neighbors (96.10%) algorithms. 
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Table 2. Represents Statistically Significant Difference in accuracy values between the algorithms. Support 

Vector Machines  have higher accuracy. K-Nearest Neighbors Algorithm has the lowest accuracy. 

 

 Levene’s Test 

for Equality of 

Variances 

                                      

                      t-test for Equality of Means 

 

       F 

 

 Sig. 

 

     t 

 

 df 

      

 Sig.             

(2-tailed) 

 

   Mean 

Difference 

 

 Std, Error   

Difference 

95% Confidence 

Interval of 

Difference 

Lower Upper 

Accuracy   

Equal 

variances 

assumed 

 

Equal 

variances not 

assumed       

 

  

0.000 

 

  

0.995 

 

  -

0.223 

   

 

 

 

-0.223 

 

      

18 

 

 

 

 

17.996 

 

      

0.818 

 

       

 

 

 0.818 

 

  

-0.81000 

 

   

 

 

-0.81000 

 

   

3.47088 

 

  

 

 

 3.47088 

 

 

-8.10205 

 

 

 

 

-8.10216 

 

 

6.48205 

 

 

 

 

6.48216 

Loss 

Equal 

variances 

assumed 

 

Equal 

variances not 

assumed 

 

  

0.000 

 

   

0.995 

 

   

0.233 

 

    

 

0.223 

 

      

18 

 

 

 

17.996 

 

        

0.818 

 

        

 

0.818 

 

  

0.81000 

 

   

 

0.81000 

 

   

3.47088 

 

   

 

3.47088 

 

 

-6.48205 

 

 

 

-6.48216 

 

 

8.10205 

 

 

 

8.10216 

 

 

 

 



Copyrights @Kalahari Journals Vol. 7 (Special Issue, Jan.-Mar. 2022) 

International Journal of Mechanical Engineering 

1100 

 

Fig. 1. The Graph concludes that the accuracy of Support Vector Machine (96.15%)and K-Nearest Neighbors 

(96.10%) is shown and Support Vector Machine  performs significantly better than K-Nearest Neighbors  

algorithm(p=0.001). X-Axis: Support Vector Machine vs K-Nearest Neighbors Algorithm Y-Axis: Mean 

Accuracy of detection 土 2 SD. 

 


