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ABSTRACT 

Aim: To reduce false positive rate in analysing Anti Money Laundering systems using Neural Network 

Algorithm and Support Vector Machine Algorithm. Materials and Methods:  Classification is performed by 

Recurrent Neural Network Algorithm of sample size (N=10) with accuracy 87.75% over Support vector 

machine of sample size (N=10) algorithm with accuracy 79.22% for analysing the Anti Money Laundering. 

Sample size is calculated using GPower with pretest power as 0.8 and alpha 0.05. Results: Mean accuracy 

identified by the Recurrent Neural network (87.75%) is high compared to Support Vector Machines (79.22%). 

Significance value for accuracy and loss is 0.365 (p>0.05). Conclusion: The mean accuracy of the Anti Money 

Laundering system in Neural Networks is better than the Support Vector Machine.  

Keywords: Recurrent Neural Network Algorithm, Support Vector Machine, Machine Learning, Transparent 

Transaction, Anti Money laundering, Novel Detection 

 

INTRODUCTION 

Money laundering is the interaction by which a lot of wrongfully obtained cash from drug dealing, fear monger 

movement, or other genuine wrongdoings, is given the presence of having started from an authentic source. 

Suspicious interest reporting is part of the anti-cash laundering statutes and guidelines and its role is very critical 

inside the fight towards AML [1]. Anti-money laundering refers to the legal guidelines, rules and processes 

meant to prevent criminals from disguising illegally obtained budgets as legitimate earnings [2]. Its broader risk 

even though is to the economy itself and the civil society it serves. Financial crime is growing every day [3]. 

Therefore AML desires to be diagnosed and tracked that allows you to avoid unethical and illegal interest. 

Detecting AML additionally avoids human beings from funding terrorists and consequently reduces terrorist 

attacks [2]. AML procedures also operate as gatekeepers against general fraudulent activity [4]. 
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In this research, the anti money laundering system, the databases are collected from banking sectors. This 

research work is carried out by many researchers and there are a  number of articles published. There are 30 

papers in the last 5 years, 18 articles on  IEEE Explore and 12 on  Researchgate [5]. The usage of secret key 

and security key is useful as it changes every time the user runs the program [6]. Hence the account is safe and 

the key is only generated during every run of the program hence giving the user account an impenetrable 

security. The use of a secret key and security key is done as nowadays the OTP (One Time Password) is hacked 

and is got by the third person easily hence it secures our account and ensures the user the safety of their bank 

[7] Collecting the bank database is a huge and challenging process and is a difficult process as well, because 

there are a lot of banks in India [8]. Also we have taken a lot of data into consideration such as Operating 

expenses, Slow processes, High commissions, Low stimulus to savings, ATM permanent network, Online or 

virtual banking, etc. Anti money laundering includes 5 steps to combat money laundering such as: Improve 

search with technology, Regular cross communication, Leverage data analytics to detect patterns, System 

standardization, Training. Previously our team has a rich experience in working on various research projects 

across multiple disciplines[9]–[19] 

The existing system has a drawback which is not suitable for large datasets due to high training time. It takes 

more time to complete the process so the other transactions get delayed. The aim of this research is to explore  

and extend working skills towards money laundering systems to reduce its time for training data and decrease 

the false positive rate in analyzing the redflag gap. 

 

MATERIALS AND METHODS 

The study setting was done at Data Analytics Lab, Saveetha School of Engineering. The implementation, the 

execution, the error rectification was done in Saveetha School of Engineering. This study does not require 

human samples or human data. This research does not require any ethical permission. The number of groups 

mentioned in this research are 2 where the first group is considered to be Recurrent Neural Network and the 

second group to be considered as support vector machine [20]. In each group 10 sets of samples are used in total 

20 samples are taken for this research, where the accuracy for Recurrent Neural Network is 87.75 and Support 

vector machine is 79.22. The sample size of this work is considered to be 10 for each group using Gpower 3.1 

software with pretest power as 0.8 and alpha 0.05. The study set taken for this research is from GitHub  [3], 

[21]. 

The dataset that can be used for real time prediction is collected from GitHub.com. The dataset has a total no. 

of 8 columns and 1575 rows with important variables such as minimum balance, maximum balance, bank ID, 

Business type, count. The data collected from here is put into a separate folder named anti money laundering 

[1] The obtained dataset is well qualified for evaluating the machine learning algorithm. Then the dataset is 

splitted into two parts with 25% of the data used for testing and called anti money laundering and the rest 75% 

will be used as training dataset. The Novel Recurrent Neural network algorithm will be implemented and the 

dataset will be processed for testing and training [22] followed by calculation of accuracy percentage. The 

pseudocode for neural networks is described in Table 1. The comparative algorithm which is the support vector 

machine algorithm will be implemented and the dataset will be going through the process of testing and training, 

after which the accuracy percentage for the algorithm is obtained [23] . The pseudocode Support vector machine 

is described in Table 2.  

The proposed work is designed and implemented with the help of Python OpenCV software. The platform to 

assess deep learning was Windows 10 OS. Hardware configuration was an Intel core i5 processor with a RAM 

size of 4GB. System sort used was 64-bit. For implementation of code, java programming language was used. 

As for code execution, the dataset is worked behind to perform an output process for accuracy. 

 

 STATISTICAL ANALYSIS 

The independent datas are the attributes like minimum balance, maximum balance, bank ID and the dependent 

variables are Business type, count. This study uses the T-test as its testing elements. The T-test is a type of 

inferential  static used to determine if there is a significant difference between the mean of two groups, which 

may be related in certain features. The Statistical T-test is one of many tests used for hypothesis testing in 

statistics. The statistical tool used for the study is IBM SPSS version 21.   
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RESULTS 

In the statistical tool the total sample size used is 10.This data is used for analysis of Recurrent Neural  Network 

and Support Vector Machine.These 10 data samples used for each algorithm along with their loss are also used 

to calculate statistical values that can be used for comparison. From Table1, it is inferred that the group, accuracy 

and the loss values for the two algorithms Recurrent Neural Network and Support Vector Machine algorithm 

are denoted.The group statistics table shows  the number of samples that are collected and the mean and standard 

deviation obtained for the accuracies are entered. 

From Table 2, the group statistics values along with the mean, standard deviation and the standard error mean 

for the two algorithms are also specified. The Independent sample T test is applied for the data set fixing 

confidence interval as 95%. Table 3 consists of criteria of the independent sample t test.Table4 shows the values 

of the independent t-test sample for the algorithms. The comparative accuracy analysis, mean of loss between 

the two algorithms are specified. Fig. 1 shows the comparison of mean of accuracy and mean loss between 

Recurrent Neural Network algorithm  and Support Vector Machine algorithm. This study indicates that the 

Neural Network algorithm is a better algorithm with 87.75% accuracy percent when compared to the Support 

Vector Machine  algorithm with 79.22% accuracy percent. 

 

DISCUSSION 

In the given study, the significance value obtained is (P=0.365) which implies that the Recurrent Neural 

Network algorithm appears to be better than the Support Vector Machine algorithm. Due to insufficient dataset 

the g power value is less than specified. The accuracy analysis of the Neural Network algorithm is 87.75% when 

compared to the accuracy of the Support Vector Machine algorithm which is 79.22%. For the given sample size 

25. The mean, standard deviation and the standard mean values for Neural Network algorithms algorithm are 

87.7500, 6.43657, 2.03542. This clearly indicates that Neural Network is a better algorithm compared to Support 

Vector Machine algorithm. Support Vector Machine  algorithms are applied and  the mean, the standard 

deviation and the standard mean are 79.2200, 5.10486, 1.61430 [24]. 

 

This paper shows the comparative accuracy analysis between Neural Network and  Support Vector Machine 

algorithm in which Recurrent Neural Network shows the accuracy of 87.75% and Support Vector Machine 

algorithm shows the accuracy of 79.22% [25]. Compared to the previous analysis of detection than other 

algorithms and Support Vector Machine   Identification, peers have obtained the classification accuracy of  

87.75% for Neural Networks  algorithm for anti money laundering  of Neural Network algorithms. Recurrent 

Neural Network technique shows better performance algorithms and the accuracy for Support Vector Machine 

algorithm is 79.22%.  Support Vector Machine  is used for identification of Black money and other finding 

techniques. Performance is improved in the Neural Network algorithm [26]. Our analysis shows higher accuracy 

than our peers. Accuray difference is shown and performance is calculated for fraud detection using many other 

techniques. 

 

Support vector machine have a drawback which is difficult to understand and interpret the final model, it does 

not perform well for large dataset leads to overlap. It requires more time for training. The anti money laundering 

system can be applied to software used in the finance and legal industries to meet the legal requirements for 

financial institutions and other regulated entities to prevent or report abnormalities in money laundering 

activities. 

 

CONCLUSION 

From this study of Anti money laundering , the accuracy of  support vector machines is 79.22% whereas the 

Neural network has a higher accuracy of 87.75%. Hence it is inferred that Neural networks appear to be better 

in accuracy when compared to support vector machines. 
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TABLES AND FIGURES 

 

 

Table 1. Pseudocode for Anti Money Laundering System based on Neural Network 

 

INPUT: Training dataset for Anti Money Laundering 

Step 1: Read the test data for Anti Money Laundering. 

Step 2: Extract the Anti Money Laundering attributes. 

Step 3: Extract the Anti Money Laundering data. 

Step 4: Comparison of Secret Key and Security Key. 

Step 5: Apply Neural Network Algorithm.  

Step 6: Formula for Neural Network Algorithm  𝑓(𝑏 + ∑𝑛
𝑖=1 𝑥𝑖𝑤𝑖) 

Step 7: Forecast fraud detection. 

Step 8: Return accuracy.          

OUTPUT:  Classified as Genuine or Fraudulent 
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Table 2.  Pseudocode for Anti Money Laundering System based on SVM classifier 

INPUT: Training dataset for Anti Money Laundering 

Step 1: Read the test data for Anti Money Laundering. 

Step 2: Extract the Anti Money Laundering attributes. 

Step 3: Extract the Anti Money Laundering data. 

Step 4: Comparison of Secret Key and Security Key. 

Step 5: Apply SVM classifier Algorithm.  

Step 6: Formula for SVM classifier Algorithm  ∑𝑛
𝑖=1 𝑐𝑖 −

1

2
∑𝑛
𝑖=1 ∑𝑛

𝑗=1 𝑦𝑖𝑐𝑖𝑘(𝑥𝑖, 𝑥𝑗)𝑦𝑗𝑐𝑗 

Step 7:To find optimal boundaries between the possible outputs. 

Step 8: Return accuracy.          

OUTPUT: Classified as Genuine or Fraudulent 

 

Table 3. Group, Accuracy and Loss value uses 31 columns with 8 width data for  Anti Money Laundering 

System  

S.Nos. Name Type Width Decimal Columns Measure Role 

1 Group Numeric 8 0 27 Nominal Input 

2 Accuracy Numeric 8 4 27 Scale Input 

3 Loss Numeric 8 2 27 Scale Input 

 

Table 4.  Group Statistical analysis for neural network and support vector machine Mean, Standard Deviation 

and standard error mean are determined 

 Group Algorithm   N Mean Std 

Deviation 

Std.Error 

Mean 

Accuracy 1 Neural Network  

10 

 

87.7500 

 

6.43657 

 

2.03542 

  

2 

Support Vector 

Machine 

 

10 

 

79.2200 

 

5.10486 

 

1.61430 

Loss  

1 

Neural Network  

10 

 

12.2500 

 

6.43657 

 

2.03542 

  

2 

Support Vector 

Machine 

 

10 

 

20.7800 

 

5.10486 

 

1.61430 
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Table 5.  Independent sample T-test t is performed on two groups for significance and standard error 

determination. p value is greater than 0.05 (0.365) and it is considered to be statistically insignificant with 95% 

confidence interval 

 

 

 Levene's test 

for Equality 

of variance  

T-Test for equality of mean 

t df Sig(2 - 

tailed) 

Mean 

differen

ce 

Std.Erro

r 

Differenc

e 

95% confidence of 

Difference 

F Sig Lower Upper 

Accuracy Equal 

variances 

assumed 

 

0.863 

 

0.365 

 

3.283 

 

18 

 

0.004 

 

8.53000 

 

2.59786 

 

3.07209 

 

13.9879

1 

 Equal 

Variances 

not 

assumed 

   

3.283 

 

17.11

2 

 

0.004 

 

8.53000 

 

2.59786 

 

3.05173 

 

14.0082

7 

Loss Equal 

variances 

assumed 

 

0.863 

 

0.365 

 

-3.283 

 

18 

 

0.004 

 

-8.53000 

 

2.59786 

 

-13.98791 

 

-3.07209 

 Equal 

Variances 

not 

assumed 

   

-3.283 

 

17.11

2 

 

0.004 

 

-8.53000 

 

2.59786 

 

-14.00827 

 

-3.05173 
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Fig. 1 Comparison of Neural Network and SVM in terms of mean accuracy and mean loss. The mean accuracy 

of the Neural Network is better than SVM. The standard deviation of Neural Network is slightly better than 

SVM X Axis: Backpropagation neural network vs SVM Y Axis: Mean accuracy of detection ± 1 SD. 

 

 


