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ABSTRACT 

Aim: To detect the flower and to print caption its name on the same image by using RCNN Compared With 

CNN. Materials and Methods: A total of 1360 images has been collected from the 17flower’s dataset 

available in VGP (Visual Geometry Group) of the University of oxford. Classification is performed by CNN  

and RCNN methods as group 1 and group 2 respectively with sample size of (N=5) each. Jupyter notebook is 

the tool used for application of this paper. Accuracy values are calculated to quantify the performance of the 

RCNN G power value is 80% algorithm against CNN. Results: Average accuracy of 81% is recorded for 

RCNN Classifier and 71.46% for CNN. Significant difference between RCNN and CNN (p<0.0132). 

Discussions and Conclusion: In this study we found that RCNN is (mean=81.60) significantly better than 

CNN (mean=71.46) for classification of flowers 

Keywords: Character Recognition, Object Identification, Classification, Novel Machine learning algorithm, 

RCNN, CNN. 

 

INTRODUCTION 

Classification of images plays a vital role in the detection process. The proposed system is to classify images 

based on features and the input images hold different features. As the features are extracted from each image it 

will convert the input image into matrix form [1]The filtering of data is done with an activation layer[2]. 

Negative values are terminated  by applying this activation layer. Image classification is used to identify deep 

classification in medical purposes for disease prediction [3]. This involves many layers for detecting the key 

features to predict the best solution for the problem. It is also used for automating tasks, like filtering the fruits 

and other things based on structure [4] and the pattern of the things. Object's caption  detection is inextricably 

linked to other similar computer vision techniques like image recognition and image Novel Machine learning 

algorithm segmentation, in that it helps us understand and analyze scenes in images or video [2]. Object’s 

caption detection used for  Artificial Intelligence applications and  subset computer vision. 

 

Object detection is a key technology behind advanced driver assistance systems (ADAS) that enable cars to 

detect driving lanes or perform pedestrian detection to improve road safety. Object detection is also [2] useful 

in applications such as video surveillance or image retrieval systems. 3D printing systems have unique 

vulnerabilities presented by the ability to affect the infill [3] without affecting the exterior. In order to detect 

malicious  infill defects in the 3D printing process, [4] The images are captured layer by layer from the top 

view of the software simulation preview. Previously our team has a rich experience in working on various 

research projects across multiple disciplines[5]–[15] 
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There are 74 research articles published in pubmed and around 1183 articles found in Science Direct. The 

research gap is to improve the collection of flower dataset. In recent times surveys of machine learning 

algorithms for  image classification explored mostly as they predicted % of output accuracy. The aim of the 

study is to identify the dataset of (Visual Geometry Group). This article [4] is cited 4 times. An application 

can be made for predicting flower classification. If numerous objects are identified in the image the object 

detection may fail and the accuracy falls instantly and training data must be very accurate to get the best of the 

algorithm. 

 

MATERIALS AND METHODS 

The research work  is carried out in our esteemed Institution Saveetha School of Engineering, 

SIMATS,Chennai. The laboratory is utilized for experimenting the classification of images from an open 

dataset available in VGP (Visual Geometry Group) of the University of oxford. Group 1 is the CNN algorithm 

and group 2 is the RCNN  character recognition algorithm. The sample size is taken as 5 and 5 with 1360 

images as existing and proposed two groups [2]. The computation is performed using G-power and the 

obtained G-power is 0% with a confidence interval at 95%. 

 

The dataset is 17flower’s from VGP (Visual Geometry Group) of university of oxford that is available as open 

source.Images of 17 different flowers totalling 1360 images with unique features. Features like color, 

structure,and pattern. The complete image data of  flowers is being extracted from VGP (Visual Geometry 

Group). 

 

Jupyter Notebook is required for executing the proposed work. Algorithms are compatible with 64-bit, the 

System should Novel Machine learning algorithm support a minimum of 8GB RAM and 256GB ROM for 

processing the data, and Intel i5 Processor. Python language has been used for executing each cell in the 

proposed system. 

 

RCNN 

 

RCNN is a deep neural network aimed to unravel instance segmentation drawbacks in machine learning or 

laptop vision. In different words, it will separate Object Identification completely from different objects in an 

exceedingly large image or a video. You provide it an image, it offers you the item bounding boxes, 

categories. 

 

There square measures 2 stages of RCNN. First, it generates proposals regarding the regions wherever there 

may be an object supporting the input image. Second, it predicts the category of the item, refines the bounding 

box and generates a character recognition  mask in the pel level of the item supporting the primary stage 

proposal. each stage square measure connected to the backbone structure.RCNN is done by following order. 

 

Convolution layers 

 

In these layers we train filters to extract the appropriate features of the image. For example, let's say that we 

are going to train those filters with a Novel Machine learning algorithm to extract the appropriate features for 

a flower, then those filters are going to learn through training shapes and colors.Convolution networks are 

generally composed of Convolution layers, pooling layers and a last component which is the fully connected 

or another extended thing that will be used for an appropriate task like classification or detection. 
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Region Proposal Network (RPN) 

 

RPN is a small neural network sliding on the last feature map of the convolution layers and predicts whether 

there is an object or not and also character recognition Object Identification predicts the bounding box of 

those objects. 

 

Classes and Bounding Boxes prediction 

 

Now we use another Fully connected neural network that takes as an inpt the regions proposed by the RPN 

and predict object class ( classification) and Bounding boxes (Regression). 

 

Dataset preparation 

 

For, analyzing the accurate Flowers17 dataset` has been used, this is downloaded from the university of 

oxford, It consists of a 17 category flower dataset with 80 images for each class.  

 

The classes are: 

Bluebell             Buttercup          Coltsfoot 

Cowslip             crocus                daffodil 

Daisy                 dandelion           fritillary 

Iris                     lilyvalley            pansy 

Snowdrop          sunflower           tigerlily 

Tulip                  windflower 

 

Then the data is again reformed into 70%, 69%, 68%, 65% and 67% training datasets. 30%, 31%, 32%, 35% 

and 33% as testing datasets.The accuracy has been calculated through a package in sklearn the formula used 

for calculation of accuracy in equation (1), 

 

        (1)  

 

Statistical Analysis 

 

Statistical Software used for our study is the IBM SPSS. In SPSS, the datasets are prepared using 5 as sample 

size for dependent variables RCNN and CNN. GroupID is given as a character recognition grouping 

dependent variable and accuracy is given as the CNN Independent Sample T-Test  testing variable. GroupID 

independent variable is given as 1 for CNN and 2 as RCNN. Descriptive Statistics is applied for the dataset in 

SPSS. 
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RESULTS  

The accuracy of RCNN with 81% is significantly higher when compared to CNN with 71% as shown in Table 

1. It also  represents the sample size (N=5),Mean, Standard deviation and Standard error mean are classified 

based on the color, pattern, and structure for training accuracy and loss of the data.  

 

The RCNN Standard Error Mean and CNN Independent Sample T-Test are applied for the data set fixing 

confidence interval as 95 % and level of significance as 0.05.There is significant difference in Accuracy 

(P=0.013) as shown in Table 2. 

 

The accuracy of RCNN is 81% and CNN is 71%.RCNN has significantly performed better when compared to 

CNN.RCNN appears to Table 3, produce the most consistent results with its standard deviation ranging from 

the lower 80’s to higher 83’s.Naive Bayes appears to produce the most variable results with its standard 

deviation character recognition  ranging from the lower 65's to the upper 79's. There is a significant difference 

between RCNN and CNN (p<0.5) Independent sample test). Fig. 1, represents the comparison of mean 

accuracy of RCNN and CNN. The comparison of accuracy gained. In this study we observed that the RCNN 

classifier has better significant accuracy than CNN. The analysis below Table 4, represents the comparison of 

both the classifiers.  

 

DISCUSSION 

The statistical values obtained by the proposed system (RCNN) have high accuracy value with 81% and 

significance value less with 0.0132 when compared (CNN) with accuracy value 71%. Implementation of 

traffic sign detection on small size sign boards. Small sign character recognition  boards may have false 

assumptions as the large sign can be detected from a longer distance. Using pattern and HSV recognition, the 

small sign boards can be identified from a longer distance also.  

They have used color recognition, for separation of flowers. This is done based on feature extraction of all 

images trained. This research work depends on color, structure, pattern, image size of images and pixel size 

[16]. [4] Implemented multiple classification on unmanned aerial vehicles. It classifies all possible images. 

The image independent variable labeling is a Novel Machine learning algorithm done in training data to 

obtain the best prediction and this prediction is based on feature extraction of patterns [1]Color recognition 

Object Identification methods and image pixels methodology is utilized in research work Novel Machine 

learning algorithm and filtering layers are applied for independent variable detection of structure and pattern 

of image. The accuracy of previous work appears to be 71% compared with the accuracy of proposed [1]) 

work of 81%. Compared to previous studies, [4] the current work achieves higher accuracy for effective 

classification. Resolution of image, need of users and the image scale are the important factors affecting the 

study of research work. The need of users helps in determining the classification nature. Extraction of features 

is based on size of image.Increase in size and pixels of image results in increase of matrix value, this 

mathematical value will perform feature extraction [17]. 

The system was trained using the 17 flower’s  dataset, and the model is taught to recognize 17 different types 

of flowers which are limited. In the future, the model can be improved by taking a wide range of flowers that 

were not present in the training set. Accuracy also can be improved by taking a wide dataset. Large-scale 

classification can be used for classifying disease and can predict main affected regions. Automated 

classification of images can be done in autonomous cars for identification of traffic signs. 

 

 CONCLUSION 

In this research, the planned RCNN shows a significant  accuracy than CNN. RCNN will primarily reduce the 

effort of physically gathering ready data for arrangement.the accuracy is increased about 10%.The outcomes 

demonstrate that the characterization precision of CNN was moderately low in this examination and RCNN 

has shown a better significant accuracy. 
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TABLES AND FIGURES 

 

Table 1. Accuracy values of CNN for different Sample Sizes (N=5).  

 

SI.No GroupID ACCURACY 

1 1  66.7 

2 1 68.4 

3 1 66.2 

4 1 79 

5 1 78 

                                  

Table 2. Accuracy values of RCNN for different Sample Sizes(N=5). 

  

SI.No GroupID ACCURACY 

1 2                81 

2 2 82 

3 2 82 

4 2 83 

5 2 80 
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Table 3. T-Test comparison RCNN has higher accuracy than CNN.Descriptive Statistics  minimum, 

maximum, mean and standard deviation of two groups RCNN and CNN. 5 sample sizes are taken for both 

proposed and existing work.  

 

 

ALGORITHM 
n mean std.Deviation Std.Error Mean 

ACCURACY 

CNN 5 71.46 6.51614 2.91411 

RCNN 5 81.60 1.00 0.51021 

 

 

 

Table 4. Group Statistics T-Test for RCNN Standard Error Mean and CNN Independent Sample T-Test is 

applied for the data set fixing confidence interval as 95 % and level of significance as 0.05.There is significant 

difference in Accuracy (P=0.013). 

 

 

 

ACCURACY 

 

Levene’s test 

for equality of 

Means 

T-test for equality of 

Means 

t-test for 

Equality of 

Means95% 

Confidence 

Interval of the 

Differenc 

F Sig t 
Sig 

(2tailed) 
df lower upper 

 

Equal variance assumed 
1.859 132 -3.427 0.0265 

8 

 
-16.92 -3.0706 

 

Equal variance not assumed 
1.547 134 -3.427 0.0265 6.759 -16.92 -3.0706 
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Fig. 1. Bar chart representing the comparison of Mean Accuracy of RCNN and CNN. The mean accuracy of 

RCNN is better than CNN and the standard deviation of RCNN is better than CNN. X-axis:RCNN vs CNN 

algorithm. Y-axis: Mean accuracy of detection ±1 SD 

 

 


