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Abstract - The image enhancement method can help in to amplify the picture quality. Pull out the noise from the original 

representation of an image is a big challenge in today's life. Deep CNN has delighted significant attention in the domain 

of image de-noising. Deep learning plays a significant role. Deep learning got great success in the field of image 

enhancement, such as low-level convolution neural networks (LLCNN), high-level convolution neural networks 

(HLCNN), super-resolution (SRCNN), and de-noising convolution neural networks (DnCNN). In this article author 

using the Deep CNN technique for image de-noising. MATLAB tool is used for overall research. In this paper, the static 

noise level has been taken, and carried out the different experimental designs in the parameters such as PSNR and 

SSIM for de-noising the image. In this, add a salt and pepper noise at a specific noise level. This article proposes a 

convolution neural network based on the deep network technique. An approach that has been found in this paper is 

received a new pixel patch value using CNN with different parameters. The table also differentiates the parameters by 

adding salt and pepper noise at different noise levels. It can also be applied to the real-time world..  

  

Index Terms - Deep Convolution Neural Network, Image de-noising, PSNR, SSIM  

INTRODUCTION  

Image De-noising is the task of removing noise from an image. It is an extraction of a signal by adding a mixture of signal and 

noise. Image de-noising aims to reclaim a clear picture from a noisy picture. It is a outstanding-inverse issues in image 

processing. Image de-noising methods can improve the original image quality and bring back all features that lie in an image 

or an original signal; they are acceptable in different areas, such as biomedical imaging, remote-sensing image, etc. For a rowdy 

image y, we can say that rowdy as noisy image, the issue in image de-noising, that can be showed by x + υ = y, where the actual 

image is x (also mentioned to as the polished picture or signal), and represents additive Gaussian noise is  υ (AWGN) with σ 

standard deviation. [1] Fig. 1 is showing here the trained de-noising network with noisy images and the denoise image. Here is 

showing a trained de-noising network. Intelligent retrieval is a branch of machine learning used in artificial intelligence; 

intelligent retrieval, also known as deep learning, has multiple networks capable of different types of learning, supervised and 

unsupervised. It is Also known as deep neural learning or deep neural network. [2]  

  

  
  

Classification of Image de-noising are various types mains are as follows:  
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 Spatial domain: spatial domains are also two types linear and nonlinear.  

 Transform domain: These are also two types data-adaptive and data non-adaptive.  

Image de-noising using CNN also has different types like in linear we can classify it as mean and wiener filter in linear. 

Nonlinear has a median and weighted median. Like this transform divided into adaptive and non-adaptive, adaptive further 

divided as wavelet and spatial frequency. [3]  

In deep learning used the batch normalization term plays an important role in deep learning. It is a technique for training very 

deep neural networks that define the inputs to each sub-batch layer. This has the effect of balancing the learning process. It is 

also used for reducing the total number of training time required to train deep networks. Batch normalization works by 

subtracting an input layer into the sub-batch mean. It can be splitting by the small-batch standard deviation. Batch normalization 

connect two trained variable, gamma γ and beta β, which can scale and shift the normalized value.[4] Image de-noising is the 

process when we want to reduce or the unwanted part from the input signal or picture. A deep network convolution neural 

network is best for image de-noising. It performs a deep network layer for its training process. It is repeated at every layer 

during the training time. A convolution neural network is best for solving the problem of noise reduction, super-resolution.[5]  

The architecture of machine and deep networks learning processes and deep learning processes is shown in fig. 2; shows here 

that, during the machine learning process, an example taking a car image as input, feature extraction has been performed 

separately, and then apply convolution neural network to classify the different image that it is a car image. So in the machine 

learning process of feature extraction and classification are done separately. While we talk about the deep learning feature 

extraction and classification done together or we can say that both processes done during the convolution multilayer [6]  

  

  
  

Fig. 3 is showing here the architecture of the convolution neural network for image de-noising. A noisy image is taken as input 

in this architecture, then apply an edge detection technique to find its edges. After getting edges, make a convolution network 

that has batch normalization and the Relu layer. Batch normalization is a technique for training very deep neural networks that 

define the inputs to each sub-batch layer. This has the effect of balancing the learning process. It is also used for reducing the 

total training time required to train deep networks. Batch normalization works by subtracting an input layer into the mean of a 

sub-batch. It can be splitting by the sub-batch standard deviation. Batch normalization includes two trainable parameters, 

gamma γ and beta β, which can scale and shift the normalized value. Relu layer is used as the function f(x) = max(0, x) to all 

of the values in the input. We can say that this layer is used for the changes in all the negative activations to 0, and this layer 

also increases the properties of the nonlinear network. After applying for an image, pass through a fully connected flatten layer 

and get de noise output image.  
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Fig. 2: CNN network for Image De-noising   

  

  

  

  

METHODOLOGY  

The methodology is showing as workflow in fig. 4. First, we have to take an input image and then add salt and pepper noise. 

This is a noise that has sometimes been seen in images. It is also known as impulse noise. The sharpness can produce this type 

of noise in an image or unexpected disturbances in the image. We can remove this type of noise using a median filter or a 

morphological process. Batch normalization is a technique for training very deep neural networks that define the inputs to each 

sub-batch layer. This has the effect of balancing the learning process. It is also used for reducing the total training time required 

to train deep networks.[4]  

Deep convolution neural network, after adding noise apply DnCNN. This layered network shows convolution and Relu layer; 

this is also known as rectified linear unit, it is not a different component of the convolutional neural network. At the same time, 

it is an additional step for convolution operation. The main motive of applying the rectifier function is to boost up the non-

linearity feature in the input images. Then image passes through the next layer, a combination of convolution, Relu, and batch 

normalization. Then it passes through the fully connected layer that is convolution. It is a feed-forward network. Fully 

Connected layers in neural networks play a very serious or great role in the deep network; these are the layers. All input from 

each layer is the activation function for the next layer. In the machine learning model, it is well-liked. In this, some layers are 

fully connected layers that compile the facts take out by previous. Workflow for CNN is also given in fig. 4, which describes 

how our DnCNN is worked out. We have to take input image data at the first step, then add noise to it.  After adding noise, we 

have to apply our proposed technique, deep CNN, to increase the image quality and remove the noise from the original image. 

We are also stressing to evaluate the parameters like PSNR and SSIM. [7]  

  

  
  

In this paper, MATLAB has been used for deep network image denoising. The algorithm is also given with all suitable steps. 

Basic code for reading a denoise DnCNN image is given below: net = denoising network('DnCNN'); ...  
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I = imread(„pepper.png‟)  

  

montage({I,noisyI}) title('Original Image (Left) and  

Noisy Image (Right)')  

  

denoisedI = denoiseImage(noisyI,net); imshow(denoisedI) 

title('Denoised Image')  

Deep learning as deep networks, recurrent networks, machine networks, and different artificial networks are used for deep 

learning. The human brain inspires these networks.  [8][9].  

We have to use the MATLAB tool and used the convolution neural network toolbox; we can also continue this in GUI based. 

For this deep learning process, we can also use another tool such as python.  

Workflow for CNN is also given in fig. 4, which describes how our DnCNN is worked out. We have to take input image data 

at the first step, then add noise to it.  After adding noise, we have to apply our proposed technique, deep CNN, to increase the 

image quality and remove the noise from the original image. We are also stressing to evaluate the parameters like PSNR and 

SSIM.  

Fig. 3 is showing here the architecture of the convolution neural network for image denoising. A noisy image is taken as input 

in this architecture, then apply an edge detection technique to find its edges.  

The basic algorithm is describing as below with description steps. An input image is taken, and calculate their different 

parameters to get a new pixel value. The brief description is as below:  

RESULT & DISCUSSION  

Algorithm Pseudocode of DnCNN for image denoising  

For all the pixels     do  

If     then  

retain  Continue;  

While    do  

Initialize    R = 1;  

Compute     

Compute  ,   

Compute   ,   

  

if        then  

retain   

brake;  

if      then  

 brake;  

Compute     

  
if      then  

R = R +1; continue;  

  

Steps Description of Algorithm  

  

STEP1:    is the image,  Is each pixel at location ( ) and  is represent the row value, and   is the column of the matrix.  

STEP2:  The noise intensity values are either 0 or 1.  So each pixels value   is retain.  

STEP3:   The   Is neighborhood pixel set with a window of size R.  

  

STEP4: In this step, Gaussian membership functions (   ) and Variance ( ) is calculated.  
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STEP5: In this step  ,     Is Computed.     whereas   are min and 

max operators,  

  

  
STEP6: In this step, the condition is checked.  

 if        then  

retain  brake;  

STEP7: In this step, check the condition  

if      then  

 brake;  

STEP8: In this step   Is calculated. In high-level noise,  becomes zero; then, the R-value is increased by one, and the 

process is repeated again. [8][10]  

if      then  

R = R +1; continue;  

STEP9: This is the last step where a new pixels ( ) value is obtained  

  

  
  

Table. 1 Evaluation of SSIM and PSNR (dB) at a different noise level of the image de-noising using CNN method on 

different used testing images.  

  SSIM value at different Noise Level using  

CNN  

PSNR value at different Noise Level using  

CNN  

Input Image  5%  

(0.05)  

10%  

(0.10)  

15%  

(0.15)  

20%  

(0.20)  

25%  

(0.25)  

5%  

(0.05)  

10%  

(0.10)  

15%  

(0.15)  

20%  

(0.20)  

25%  

(0.25)  

  

0.9955  0.9910  0.9876  0.9826  0.9768  45  43  39  36  32  

  

0.9957  0.9915  0.9869  0.9819  0.9753  43  38  34  32  28  

  

0.9956  0.9942  0.9855  0.9786  0.9703  42  37  35  32  29  

  

0.9928  0.9869  0.9802  0.9734  0.9641  46  44  40  37  32  

  

0.9928  0.9859  0.9786  0.9710  0.9610  45  42  38  34  30  
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In this section table.1 is showing the value of different parameters of image de-noising at a different level of noise like SSIM 

and PSNR. Noise level is taking at 5 to 25%. Between these, noise level structural Similarity index and peak signal to noise 

ratio have been calculated. There are taking five different input images. This is showing the parameters evaluated after adding 

the salt and pepper noise. Fig. 6 is showing the graph of the different PSNR values at different noise levels for various images. 

It is showing at 0.05 noise level, PSNR is 45 of Lina image when increasing the noise level at 0.15 then PSNR decreases to 38, 

or at 0.25 noise level it is 30, so when increasing the noise level, it decreases the PSNR values. Fig. 5 is showing the graph of 

SSIM values that are obtained at different noise levels. As shown in fig; at the 0.05 noise level SSIM value is 0.9928; on 0.15 

noise level, it is 0.9786, and 0.25 it is 0.9610. So it is concluded at higher noise levels, SSIM decreases. [11][12].  

  
  

  
  

CONCLUSION AND FUTURE SCOPE  

In this article, a deep convolution neural network was brought forward for de-noising of images. This paper has taken noise at 

different noise intensity levels with a Gaussian membership function and its variance. On these noise levels found different 

parameters like PSNR and SSIM with the help of MATLAB software. An approach that has been found in this paper is to 

receive a new pixel patch value using CNN with different parameters. This can also train an image data set for the classification 

of images to identify an image.  We will stress on the investigation another proper deep CNN network for real-time problems 
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because real-time systems are very complex than traditional and evaluate other parameters like execution time, MSE and BER, 

etc.  
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