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ABSTRACT 

Accurate dissolved oxygen concentration assessment is vital for a variety of environmental applications like 

water quality prediction. The complicated connections between many processes that impact dissolved oxygen 

(DO) concentration in flowing water and the challenge of applying process-based water quality models, build 

modelling DO concentration in running water challenging. This study employs deep learning algorithms like 

Recurrent Neural Network (RNN) and Long Short-Term Memory (LSTM) an effective prediction model for 

forecasting DO levels in river water. The models are developed and validated using the river water quality data 

collected from eleven sampling stations during the year 2016 to 2020. Parameters such as water temperature, 

specific conductance, pH, biological oxygen demand (BOD) and chemical oxygen demand (COD), are used 

as independent input variables for training the model wherein the top predictors are water temperature and pH. 

The deep learning learning-based on model is developed using LSTM and RNN to predict dissolved oxygen 

concentration. The performance of the LSTM and RNN based DO prediction models are compared with 

traditional machine learning approaches such as support vector regressor, random forest, linear regression, and 

MLP regressor. The experimental results show the best prediction accuracy for recurrent neural networks-

based DO prediction models than other algorithms. 

 

Keywords: DO concentration, Deep learning, Machine learning, Water quality index, Prediction. LSTM, 

RNN. 

 

1. INTRODUCTION  

In addition to being essential for human survival, 

water is vital to the expansion of human culture 

through supporting economic growth. The 

availability of clean water is intricately connected 

to the health of the environment and the pursuit of 

other activities. Every living thing on Earth 

requires access to water and oxygen in order to 

exist. Several water parameters are used to predict 

DO in the present investigation. 

 

The deterioration of surface water quality due to an 

increase in pollution loads impacts aquatic 

ecosystems globally [1,2]. An adequate level of 

dissolved oxygen, i.e., 5 mg/L, is required for the 

existence of diverse aquatic life. Dissolved oxygen 

is the most essential measure for analysing the 

effects of contaminants on river water [3,4]. 

Primarily in rivers, dissolved oxygen is primarily 

caused by the interaction of air and water in the 

atmosphere reaeration, photosynthesis of aquatic 

plants [5] and denitrification. Degradation of 

organic matter, nitrification, and aquatic 

respiration are examples of dissolved oxygen sinks 

[6]. Natural factors such as ambient water 

temperature, salt content, and river water level are 

human effects such as agricultural activity and 

urban sprawl, and determine the amount of 

dissolved oxygen in the water [7]. The interaction 

of natural and human effects on DO makes it 

difficult for researchers and water resource 
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managers to identify and quantify individual DO-

related processes in rivers. 

 

Reaeration and deoxygenation processes were 

coupled in a simple prediction equation in the 

1920s, and field data from the Ohio River was used 

to validate it [8]. Since then, a lot of work has gone 

into building several water quality models that 

include DO as an inherent component [9,10]. 

These mechanistic models typically make use of 

modified versions of the original Streeter-Phelps 

equation and are based on mass-balance theory, 

which includes the DO interacting processes [11]. 

The majority of these models require input data for 

specific DO-affecting processes in order to 

undertake simulations and validations. 

This approach typically necessitates a certain level 

of comprehension of the DO-related interactions 

and is computationally demanding. The model's 

application is constrained because the relevant data 

sets are frequently unavailable. Despite the 

development of numerous DO models for aquatic 

systems, proper model implementation was 

susceptible to change due to site-specific natural 

and human factors, as well as a lack of suitable data 

sets [12]. 

 

Data-driven modelling, a distinct method, has been 

dubbed the fourth paradigm in scientific discovery 

[13]. In contrast to process-based models, a data-

driven model was created by feeding relevant data 

from the modelled system into machine learning 

algorithms [14]. 

 

Data-driven methods have gained traction in recent 

years, according to a review of the literature on 

water quality prediction [15]. Numerous studies on 

water quality modelling have utilized ANNs and 

variants of them, including the prediction of DO in 

reservoirs and rivers. Regression and principal 

component analysis were also utilized in 

conjunction with diffused oxygen modelling and 

prediction [16,17]. 

 

Using neuro-fuzzy techniques and fuzzy logic, 

another data-driven modelling method has been 

used to predict DO in riverine systems [18]. Using 

neural networks, hybrid models were also used to 

predict DO in reservoirs [19,20]. Predicting DO in 

rivers using water quality variables and a support 

vector machine (SVM) was another method of 

data-driven modelling [21]. A recurrent neural 

network is a type of artificial neural network 

(ANN) used to forecast sequential or time-series 

data. A type of RNN called Long Short-Term 

Memory can learn long sequences. The advantage 

of LSTM is that it can handle enormous datasets in 

a short amount of time. The main difference 

between RNN and LSTM is in the input and output 

layer workings, with LSTM executing quicker than 

RNN for large datasets. 

 

Dissolved oxygen concentrations are employed as 

a measure of water health since they are linked to 

high production and low pollution. One of the most 

crucial water quality indicators is dissolved 

oxygen. To remain viable, fish and other aquatic 

creatures require dissolved oxygen, b Because of 

the aerating function, winds dissolve oxygen in 

surface water. Aquatic plants release oxygen into 

the water as a result of photosynthesis. The 

dissolved oxygen concentration is critical when 

predicting water quality. 

 

This study is aimed to build a DO concentration 

prediction model and to assess the efficiency of 

deep learning algorithms such as long short-term 

memory, and recurrent neural networks, in 

predicting dissolved oxygen concentration in river 

water. Data collected from eleven different 

monitoring stations of the Bhavani River which 

flows into two states, Kerala and Tamilnadu have 

been used to train the predictive model. The deep 

learning-based predictive models are evaluated for 

their efficiency in predicting the dissolved oxygen 

concentration. 

 

2. COLLECTION OF DATA AND 

EXPLORATORY DATA ANALYSIS 

The Bhavani River is taken as the field of study for 

predicting dissolved oxygen concentration. The 

river flows through Tamil Nadu and Kerala, it 

begins at Nilgiri Hills and enters the Silent Valley 

National Park in Kerala, and then flows through 

Tamil Nadu. The Bhavani River is 217 km, filled 

by both the southwestern and north-eastern 

monsoons. The basin is a 620,000-hectare channel 

that provides water supply to the states in which 

the river flows. Fig. 1. shows the map of the 

Bhavani River, which mainly flows through the 

Attappady Plateau in the Palakkad district and then 

into the Coimbatore and Erode districts of 

Tamilnadu. Irrigation of crops with river water 

accounts for roughly 90% of its supply. River 

water data are gathered from eleven sampling 

stations in Kottathara, Chalayur, Cheerakuzhi, 

Thavalam, Elachivazhi, Karathur, Sirumugai, 

Cheerakuzhi, Bhavani, Bhavanisagar, 

Badrakaliamman kovil, and Sathyamangalam. 
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Fig.1. Bhavani River Map 

 

Eleven sampling stations along the Bhavani River 

were used to collect data for the period of January 

1st, 2016, to December 31st, 2020. Temperature, 

turbidity, conductivity, pH, biological oxygen 

demand, ammonia, chemical oxygen demand, 

nitrate, wind speed, date and wind speed are the 

primary parameters used to determine river water 

dissolved oxygen concentration.  

 

Physicochemical parameters such as turbidity, 

conductivity, COD, temperature, BOD, ammonia, 

pH, and nitrate, and meteorological parameters 

such as wind speed are used in analysing and 

predicting dissolved oxygen concentration. 

Temperature is directly related to dissolved 

oxygen, when the temperature of the water is low 

then DO concentration will be high and vice versa. 

Compared to hot water, cold water can hold onto 

more dissolved oxygen. In the winter and early 

spring, the concentration of dissolved oxygen 

increases when the water temperature is low. In the 

summer and autumn, high water temperatures 

frequently result in low dissolved oxygen levels. 

pH and dissolved oxygen are not directly 

correlated, but the indirect relationship between 

external factors might increase algal growth. When 

the pH level is too low then the water will be acidic 

then the aquatic life affects badly to absorb the DO, 

that is pH decreases then hydrogen ions react with 

DO also decreases. 

 

Conductivity plays a crucial role in determining 

salinity and total dissolved solids (TDS), which 

have an impact on river water quality and aquatic 

life. The dissolved oxygen concentration of water 

decreases when the salinity level rises. Turbidity in 

water negatively affects aquatic life as well as 

humans. Dissolved oxygen and turbidity are 

inversely related, higher turbidity and lower 

dissolved oxygen are considered to be unhygienic 

water. The amount of oxygen consumed when 

the organic matter that can be oxidised is exposed 

to powerful oxidants is measured by the chemical 

oxygen demand (COD). The presence of all kinds 

of organic matter, both biodegradable and non-

biodegradable, as well as the degree of water 

pollution, are reflected in high COD levels. 

 

Ammonia is a toxic material found in waste. When 

ammonia is oxidised, oxygen is consumed and 

oxygen levels in the water decrease and increase 

ammonia levels by inhibiting nitrification. Nitrate 

directly mixes with water through effluent from 

fertilisers containing nitrate in agricultural fields. 

Nitrogen is essential for all living organisms, but 

high nitrate content in drinking water can be 

harmful to health, especially for babies and 

pregnant women. The more turbulent water in 

streams and rivers, such as waterfalls and rapids, 

the more oxygen it absorbs. Furthermore, wind 

turbulence on the surface of bodies of water tends 

to raise dissolved oxygen levels. For this study, 

10560 instances were collected from monitoring 

stations, and the sample data for the above 

parameters are shown in Table I. 

 

 

Table I - Sample Data Collected from Sampling Station 

 
 

Critical examination of the data distribution, 

outliers, and anomalies in order to gain a better 

understanding of it. Through exploratory data 

analysis, researchers can learn about the 

characteristics of primary data in relation to  

 

various statistical measures. EDA is a critical first 

step after data collection in which data is simply 

visualised, plotted, and manipulated without any 

assumptions to aid in determining data quality, 

performing data pre-processing, and selecting 
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features. EDA aims to assist in the development of 

models and the recognition of natural patterns by 

demonstrating potential connections between 

exposure and outcome variables. 

 

In exploratory data analysis of experimental data, 

heatmaps, box plots, and pair plots are utilised to 

determine the causes of water quality fluctuation. 

Using the Pearson correlation function, which is 

commonly employed to determine the relationship  

between variables, the correlation matrix can be 

shown as a heatmap. A positive correlation shows  

that both variables are going in the same direction 

and that the coefficient of correlation is larger than 

zero. When the correlation coefficient is negative, 

the two variables are going in opposite directions. 

A box plot is utilised to illustrate the distribution 

of quantitative data in a manner that facilitates the 

comparison of variables. The box depicts the 

quartiles of the data set, while the whiskers depict 

the remaining distribution. Box plots are a standard 

approach for depicting the distribution of data in 

five categories: minimum, first quartile, median, 

third quartile, and maximum. A pair plot is 

employed to illustrate the distribution of single 

variables and their relationships. 

The attribute distributions and correlations are 

investigated, using univariate and multivariate 

analysis and performed on the river water data 

which includes ten water quality parameters and 

10560 instances. Heat map analysis showed that 

the water temperature is negatively correlated with 

pH, turbidity and nitrate, whereas all other 

parameters are positively correlated. Similarly, 

wind speed is negatively correlated with 

conductivity, COD, turbidity, and ammonia 

whereas all other parameters are positively 

correlated.  The pair plot analysis on river water 

data depicted the correlation of temperature with 

pH, conductivity, ammonia, wind speed, and other 

attributes. The correlation is lower if the plot is 

scattered. The temperatures range from 22 to 33 

according to a box plot analysis, with the majority 

falling between 25 and 28. The values of 

conductivity range from 1 to 1200, but the majority 

are between 60 and 210. The majority of biological 

oxygen demand values fall between 0.8 and 1.8, 

ranging from 0 to 2. The various analytical results 

of exploratory data analysis on river water quality 

data are visualised in Table 2, Fig.2a and Fig 2b. A 

sample box plot result is depicted in Fig. 2c.  

 

 

Table 2:  Correlation Between Water Quality Parameters 

 
 

 
Fig 2a. Heat Map Results Illustrating Correlation Between Parameters 

 

 
Fig.2b. Sample Box Plot Analysis 
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Fig. 2c. Pair plot Analysis of the Water Parameters 

 

Various analytical charts and graphs have been 

used to distinguish between the factors of variation 

in water data during exploratory data analysis of 

experimental data.  The attribute distribution and 

correlation explored above through EDA have 

offered suitable solutions for data preparation and 

data modelling requirements.  

 

3. PROPOSED DO CONCENTRATION 

PREDICTION MODEL  

The proposed DO concentration prediction models 

explore the deep learning framework for predicting  

 

dissolved oxygen concentration using the nine 

physicochemical water parameters. The data 

collected from Bhavani River sampling stations are 

used here for data modelling and learning the 

trends in water parameters. The DO concentration 

prediction modelling consists of four phases, (i) 

time series data collection (ii) EDA and pre-

processing (iii) DO concentration prediction model 

building (iv) model evaluation. The proposed DO 

concentration prediction model is illustrated in 

Fig.3.  

 

 

 
Fig 3.  An Overview of the Work Plan 

 

Creation of Dataset 

The river water data is gathered from eleven 

monitoring stations along the Bhavani River in 

Kerala and Tamil Nadu from January 2016 to 

December 2020. Nine physicochemical parameters 

and one meteorological parameter are described in 

section 2 with 10560 instances and are used to find 

the DO concentration in water.  

Finally, a river water dataset has been developed 

with 10560 instances comprising nine 

physicochemical and meteorological parameters as 

independent attributes and dissolved oxygen as the 

target variable. Exploratory data analysis is 

performed on the river water dataset to understand 

the data distributions and correlations to 

distinguish between the sources of variation in 

water parameters which are visualised using box  

 

 

plots, heat maps and pair plots. The exploratory 

data analysis carried out in this study provided a 

comprehensive understanding of the data and 

revealed that the dataset contains duplicates, 

parameters that are negatively correlated, and a 

wide range of values with some parameters such as 

conductivity. 

 

Data Pre-processing  

Data pre-processing enhances the quality and 

efficiency of the data. Data cleaning is the process 

of removing redundant, inaccurate, or incomplete 

data from a dataset. Twelve duplicate instances are  

removed from the river water quality dataset. Since 

the parameter conductivity ranges from a 

minimum value of 1 and the maximum value is 

1200, Z score normalisation has been applied to 
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standardise the parameter values using the 

following formula,  

v’=(v-Ā)/σA              (1)               

          

The DO concentration prediction model is 

constructed using 80% of the instances for training 

and 20% for testing from the river water dataset. 

 

DO concentration prediction model building 

In the proposed work, a deep learning approach has 

been employed to build an accurate DO 

concentration prediction model.  Deep learning is 

a method of machine learning that makes use of 

numerous hidden layers in the network and is 

based on the idea of a neural network. More 

information is extracted from the raw input data, 

the deep learning architecture makes use of an 

infinite number of hidden layers that are limited in 

size. The complexity of the training data 

determines the number of hidden layers. To 

efficiently deliver the correct results, more hidden 

layers are required for more complex data. The 

recurrent neural network and long short-term 

memory are the deep learning architectures that 

were used in the research to create predictive 

models.  

Another application of artificial neural networks 

that can learn features from sequence data is the 

recurrent neural network (RNN). RNN is made up 

of many layers, each of which has its own bias and 

weight. RNN makes it possible to identify 

temporal dynamic behaviour by sequentially 

running the relationships between nodes in a direct 

cycle graph. By providing a recurrent hidden state 

that identifies relationships across time scales, it 

can deal with temporal sequences and uses internal 

memory to store sequence information from earlier 

inputs, making it useful in several different areas. 

 

A type of recurrent neural network (RNN) known 

as Long Short-Term Memory (LSTM) deals with 

dependencies that last a long time. It learns the 

complete data sequence through feedback 

connections and has been used in a variety of time-

series data domains, including categorization, 

processing, and prediction. Input, forget, and 

output gates make up the LSTM architecture. The 

cell state is long-term memory in the LSTM cell 

that recalls and stores data from prior intervals. The 

input gate determines which values should be 

entered into the cell state. Using a sigmoid function 

with a range of [0, 1], the forget gate can determine 

which information should be forgotten. The 

information from the current time that should be 

considered in the subsequent step is selected by the 

output gate. 

 

In this work, LSTM, and RNN architectures have 

been implemented on the river water training 

dataset to train and build the DO concentration 

predictive models by learning the self-extracted 

patterns from the input parameters. A variety of 

hyperparameters such as hidden layers, dense, 

optimizer, epoch, batch size, and dropout are used 

to fine-tune the best DO concentration prediction 

model. Hidden layers are the layers that exist 

between the input and output layers. The mini-

batch gradient descent method is used to update 

network parameters. The epoch shows the number 

of times the network runs the entire training 

dataset. Important regularisation technique 

dropouts are used to reduce the effects of 

overfitting. The predictive models are built using 

the sparse category cross-entropy loss function for 

training.  The learning rate determines the speed at 

which a deep model replaces an already learned 

concept with a new one. The Adam Optimizer 

minimises the error function. The DO 

concentration predictive models have been 

developed with predefined hyperparameters. The 

independent predictive models have been tested for 

their efficiency using the test dataset. 

 

Model Evaluation 

The performance of the LSTM and RNN, DO 

concentration prediction models are evaluated with 

the test dataset using mean squared error, root 

mean squared error, mean absolute error, and R2 

score. If the mean squared error, root mean squared 

error, and mean absolute error, value is less, then 

the model fits perfectly with the dataset and is more 

accurate in DO concentration prediction. 

 

The mean squared error of an estimator measures 

the average of error squares i.e., the average 

squared difference between the predicted value Yb 

and actual value Ya. The mean squared error is 

calculated using the following formula, 

  𝑀𝑆𝐸 =
1

𝑛
∑𝑛

𝑖=1 (𝑌𝑎 − 𝑌𝑏)2                         (2) 

The mean absolute error calculates the average 

difference between the predicted value Yb and 

actual values Ya. The mean absolute error is 

calculated using the following formula, 

𝑀𝐴𝐸 = 𝑎𝑏𝑠(𝑌𝑎 − 𝑌𝑏)                                    (3) 

 

The root mean square error is a standard way to 

measure the error of a model in predicting 

quantitative data. The error is a measure that how 

https://en.wikipedia.org/wiki/Mean_squared_error
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well a regression line fits the data points and is 

calculated using the following formula.  

 

 𝑅𝑀𝑆𝐸 =
√(𝑌𝑎−𝑌𝑏)2

𝑛
                                     (4) 

 

where Ya and Yb are the actual response and the 

predicted value, respectively, and n is the total 

number of instances.  

 

The R2 score is a performance evaluation measure 

for regression models and is also known as the 

coefficient of determination. If the value of the R2 

score is 1, the model is considered to be perfect, 

and if it is 0, the model will perform badly in 

predicting the target value.  

 

The R2 score is calculated using the following 

formula,      

R2 Score = 1 – (SS/TSS)                     (5) 

where SS is the sum of squares of residuals and 

TSS is the total sum of squares. 

 

4. EXPERIMENTAL RESULTS  

An effective model for predicting the DO 

concentration using the Bhavani River water 

dataset has been developed through several 

experiments. A training dataset with 7081 

instances and a testing dataset with 3485 instances 

have been separated from the 10560 instances and 

10 attributes of the dataset. Using Python libraries, 

deep learning algorithms such as LSTM and RNN 

are implemented using training datasets to develop 

the DO concentration prediction models. Varying 

epochs of 20, 50, 100, 150, and 200 have been 

experimented with both LSTM and RNN and the 

epoch size of 200 is fixed for the accurate 

prediction model.  

 

The LSTM and RNN algorithms employ 

hyperparameters such as hidden layers, dense 

layers, optimizer, epoch, batch size and drop out to 

fine-tune the deep network. The experiments were 

conducted with the parameter settings as depicted 

in Table 3 and DO concentration models have been 

built. 

 

Table 3: Hyperparameters Setting for LSTM and 

RNN 

 

The performance of the LSTM and RNN based DO 

concentration predictive models have been tested 

with a test dataset with respect to various 

performance metrics such as mean absolute error, 

mean squared error, root mean squared error and 

R2 score. The results of the experiments for 

various epoch sizes are illustrated in Table 4. The 

difference between the model train and validation 

loss of the DO concentration when predicted using 

LSTM and RNN based prediction models is 

depicted in Fig .4.  

 

  
a) 20 epochs    

                           

 
b) 50 epochs                                         

 
 c) 100 epochs  

 

   
d) 150 epochs     
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e) 200 epochs  

Fig. 4. Model Train vs Validation Loss of LSTM 

and RNN for Various Epoch Sizes 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 4:  Results of LSTM and RNN based DO concentration Prediction Models 

 
 

The experimental results were observed for various 

epoch sizes and the values of performance metrics 

were found to be stable for epoch size 200. The 

prediction results showed that the RNN prediction 

model had a mean absolute error of 0.4645 and the 

LSTM prediction model had a mean absolute error 

of 0.675 for the 200 epochs. Similarly, it was found 

that the root mean squared error value of the LSTM 

prediction model with 0.62, and for RNN based 

model with 0. 647. Whereas the mean squared 

error value of the LSTM prediction model is 0.592 

and for the RNN prediction model 0.462. The R2 

score value of the RNN prediction model gives 

0.887 with epoch 200 whereas the LSTM 

prediction model is 0.834 with epoch 200. Thus, a 

high error rate is produced by the LSTM based 

prediction model as compared to the lower rate for 

the RNN prediction model, also RNN yielded 

better accuracy than LSTM. The prediction results 

of deep network algorithms trained with epoch size 

200 for various performance metrics such as mean 

absolute error, mean squared error, root mean 

squared error and R2 score are illustrated in Fig.5a, 

Fig.5b, Fig 5c and Fig.5d respectively.  

 

       
Fig.5a. Mean Absolute Error for Prediction 

Models      

 
Fig 5b. Mean Squared error for prediction model    

 

   
Fig 5c. Root Mean Squared Error Prediction 

Models     

 

 
Fig 5d. R- Squared Values of prediction models 



https://doi.org/10.56452/2022-11-002  

 

Copyrights @Kalahari Journals      Vol.7 No.07 (November, 2022)  

International Journal of Mechanical Engineering  

20  

The overall performance evaluation results of the 

LSTM and RNN based DO concentration 

prediction model are compared with results of 

traditional machine learning algorithms such as 

linear regression, support vector regressor, MLP 

regressor and random forest. The comparative 

results with respect to performance metrics mean 

absolute error, mean squared error, root mean 

squared error and R2 score of deep learning 

algorithms such as LSTM, RNN and traditional 

machine learning algorithm linear regression, 

support vector regressor, MLP regressor, random 

forest is given in Table 5 and illustrated in Fig.6.  

The mean absolute error value of the support 

vector regressor is compared to other prediction 

models whereas RNN yields the least error rate. 

The mean squared error value of the support vector 

regressor is higher than other prediction models 

while RNN yields the minimal error rate. The root 

mean squared error value of the support vector 

regressor and is higher when evaluating with other 

prediction models, but RNN yields a less error rate. 

RNN prediction model yields high accuracy of 

88.7% and LSTM based model gives 84.88%, 

whereas linear regression, MLP regressor, support 

vector regressor and random forest yield 52.61%, 

69.86%, 47.037% and 70.66%. 

 

 

Table 5: Comparative Performance Analysis of DO Concentration Prediction Models 

 
 

 
Fig 6. Comparative performance evaluation of DO 

concentration prediction models 

 

The predicted and actual values of the DO 

concentration prediction models are analysed 

using the box plot analysis. The DO concentration 

prediction model predicts the target variable with 

independent input parameters given to the input 

layer. The actual value is the value of the target 

variable supplied to the model for learning the 

patterns from the input parameters, whereas the 

predicted values are the future predictions of the 

DO concentration, predicted by the deep learning-

based DO concentration prediction model after 

self-analysing the patterns. The box plot analysis 

of actual and predicted values of the LSTM and 

RNN based prediction models depicts that the 

RNN based models suit well in predicting DO 

concentration. The actual values of the LSTM 

based DO concentration prediction model is 

between 0 and 1, whereas the predicted value is in 

the range -0.2 and 0.9. The RNN based DO 

concentration prediction model produced the 

actual values as 0.1 to 0.88, and the predicted 

values lie between 0.08 and 0.85. The box plot 

analysis of DO concentration prediction is 

illustrated in Fig.7a and Fig.7b. 

 

    
Fig.7a. Boxplot analysis of LSTM predicted 

values.    

 

 
Fig.7b. Boxplot analysis of RNN with predicted 

values  

 

Thus, the experimental results confirm that the 

developed deep learning models are able to predict 

the DO concentration accurately. The performance 

evaluation of the models was done using the 

performance metrics like mean absolute error, 
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mean squared error, root mean squared error and 

R2 score. The LSTM based DO concentration 

prediction model yields a high error rate as 

compared to RNN based prediction model with 

respect to epoch size 200.  The recurrent neural 

network DO concentration prediction model gives 

high accuracy as compared to LSTM prediction 

model and traditional machine learning models 

such as linear regression, support vector regressor, 

MLP regressor and random forest. Hence it is 

concluded that the RNN prediction model 

produces more promising results than the LSTM 

model and other machine learning models 

considered here, in predicting DO concentration 

using river water data.  

 

5. CONCLUSION 

This research work has been proposed to develop 

an efficient DO concentration prediction model 

using a river water dataset. The implementation of 

a deep learning approach for developing prediction 

models has been elucidated in this paper. The river 

water data for various contributively properties 

were collected from eleven different sampling 

stations situated across the Bhavani River, and 

employed in building the DO concentration 

models.  Deep learning architectures such as 

LSTM and RNN have been implemented with 

fine-tuned hyperparameters to build DO 

concentration prediction models with improved 

efficiency of the prediction. The performance 

comparison of deep learning-based DO 

concentration prediction models with traditional 

machine learning-based models proved that RNN 

deep neural architecture produced more accurate 

DO concentration prediction models. The 

prediction of dissolved oxygen is highly 

imperative as it is correlated with many water 

quality attributes in defining the water quality 

index. Hence, water quality index prediction can 

be explored further with accurate DO 

concentration prediction.   
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