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Abstract: 

Underground mines present unique challenges in terms of environmental monitoring due to the 

confined and hazardous nature of the working environment. Real-time monitoring of 

environmental parameters such as air quality, temperature, humidity, gas levels, and ventilation 

conditions is crucial for ensuring the safety and well-being of mine workers. To enable efficient 

and reliable data transmission, the WSN employs appropriate communication protocols 

tailored for the underground mine environment. The system also incorporates data mining 

techniques to enhance the accuracy and reliability of the collected data. Moreover, advanced 

data visualization techniques are employed to provide a comprehensive and intuitive 

representation of the environmental status to the mine operators. In addition to real-time 

monitoring, the system incorporates intelligent algorithms and machine learning techniques to 

detect abnormal patterns or potential hazards based on the collected data. This enables early 

warning and alert generation, facilitating prompt response and mitigation actions. An 

earthquake, a natural disaster, is unpredictable because many things can affect it. Scientists are 

currently focusing most of their time and energy on predicting earthquakes. Predicting 

earthquakes can help reduce the number of lives lost, and property lost. This study shows a 

system for predicting earthquakes that use machine learning. Various machine learning 

methods were used to examine mines’ seismic bump data. Several performance evaluation 

metrics were used during the evaluation step, such as classification accuracy, sensitivity, and 

specificity value. The results have a lot of promise for helping predict earthquakes. The results 

show that using machine learning to easily tell the difference between different types of seismic 

activity clustered in the same area is a reliable method. 
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1. Introduction 

Quakes are caused when suddenly stored energy in the earth’s crust is released simultaneously. 

As a direct consequence of this energy, seismic waves are generated, and the Earth is subjected 

to a jolting sensation due to these waves. Many different things can be attributed to the 

earthquake's occurrence. The increased number of components brings with it a corresponding 

increase in complexity. Due to the intricacy of the situation, it is difficult to accurately estimate 

the earthquake's location, magnitude, and timing. Researchers use a wide array of data sources 

while attempting to predict earthquakes. Some examples include changes in the shape of the 

Earth's crust, variations in its slope, shifts in the concentration of radon gas in wells and springs, 

shifts in the elastic wave velocities, shifts in the groundwater level, and seismic pulses. The 

following are some investigations using seismic bumps published in relevant academic 

journals. A method for predicting earthquakes has been developed by Bilen et al. [1], and it is 

based on the analysis of seismic bump data. When the k closest neighbor technique was utilized 

as the study's classification algorithm, the accuracy of the study's classification was determined 

to be 94.11%. Celik et al. [2] proposed the use of an intelligent earthquake prediction system 

that was based on the analysis of seismic bump data. During the research project, a 

classification accuracy of 91% was achieved by utilizing a support vector machine as the 

algorithm for making the determination. Dehbozorgi and Farokhi [3] utilized an approach 

known as a neuro-fuzzy system in the work that they did with the seismometer data. The 

accuracy rate reached 82% during the course of the trial. Zhang et al. [4] presented a proposal 

for multi-scale wavelet analysis for single-component recordings. Colaket et al. [5] determined 

the arrival time of seismic waves in three-component stations by utilizing the wavelet method 

and calculating the average energy value. Xu et al. [6] studied DEMETER satellite data. They 

obtained information regarding seismic bands, electron density, electron temperature, ion 

temperature, and oxygen ion intensity from the satellite.  

There are several research issues related to seismic events that scientists and researchers 

continue to investigate. These issues aim to enhance our understanding of seismic events, 

improve prediction and early warning systems, and develop effective strategies for mitigating 

the impacts of seismic events. Here are some key research issues in the field: 

1. Seismic Hazard Assessment: Research focuses on developing accurate methods for 

assessing the seismic hazard in a given region. This involves studying the geological and 

tectonic characteristics of the area, analyzing historical seismic data, and identifying 

potential sources of seismic activity. The goal is to determine the likelihood and potential 

magnitude of future seismic events. 

2. Earthquake Prediction: The ability to predict earthquakes with high accuracy is still a 

significant challenge. Research efforts aim to identify precursory signals or patterns that 

precede seismic events and develop reliable prediction models. This involves analyzing 

various data sources, including seismic recordings, geodetic measurements, and 

geophysical parameters, to detect potential earthquake precursors. 

3. Seismic Monitoring and Data Analysis: Improving the capabilities of seismic monitoring 

systems and the analysis of seismic data is an ongoing research area. This includes 

developing advanced techniques for data processing, feature extraction, and pattern 

recognition to identify seismic events accurately and distinguish them from noise or other 

sources of vibrations. 

4. Seismic Wave Propagation: Understanding the propagation of seismic waves through 

different geological structures is crucial for assessing the potential impact of seismic 

events. Research focuses on modeling wave propagation using numerical simulations and 
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laboratory experiments, considering factors such as attenuation, scattering, and site effects. 

This knowledge helps in estimating ground motion and potential damage. 

5. Induced Seismicity: With increasing human activities such as mining, geothermal energy 

extraction, and hydraulic fracturing, the study of induced seismicity has gained 

importance. Research aims to understand the mechanisms and conditions that trigger 

induced seismic events, develop monitoring techniques, and establish regulations and 

guidelines to mitigate the associated risks. 

6. Structural Response and Resilience: Research focuses on evaluating the response of 

structures to seismic events and developing strategies to improve their resilience. This 

involves studying the behavior of different types of structures under seismic loads, 

assessing the effectiveness of design approaches and retrofitting techniques, and exploring 

innovative materials and construction methods to enhance structural performance. 

7. Public Education and Preparedness: Promoting public awareness, education, and 

preparedness for seismic events is an important research area. This includes studying the 

social and psychological aspects of earthquake preparedness, developing effective 

communication strategies, and evaluating the effectiveness of public education programs. 

These research issues require multidisciplinary approaches, integrating expertise from fields 

such as geophysics, seismology, geotechnical engineering, data science, and risk assessment. 

By addressing these challenges, researchers aim to advance our understanding of seismic 

events and contribute to the development of robust mitigation strategies and resilient 

communities. Recent improvements in artificial intelligence have made machine learning the 

best way to handle seismic signals. These changes have helped the method keep up with the 

rising technology standards. 

 

2. Machine Learning Models 

- Random Forest 

Figure 1 depicts the diagram for the entirety of the random forest model. The random forest is 

an example of a form of "guided learning" used in machine learning [7]. It gathers a "forest" 

of trees that are almost entirely prepared for the "bagging" process and puts them together. The 

bagging strategy is often acceptable since it produces superior results when combining multiple 

learning models into a single analysis. The random forest generates many distinct trees, all 

combined to provide an image that is more precise and trustworthy. It has the benefit of 

resolving the issues of setup and relapse, which affect most ML systems available today. 

 

 



Copyrights @Kalahari Journals Vol.7 No.6 (June, 2022) 

International Journal of Mechanical Engineering 

1062 

 

Figure 1. Random Forest Flow Diagram 

- Decision Tree 

The overall strategy for the design of the decision tree is depicted in Figure 2. In the course of 

this investigation, a decision tree algorithm was applied. This classifier appears to partition the 

case space circularly and returns to its starting point. It is a method of forecasting the future 

that relates the characteristics of an object to the value of that object [8]. It consistently creates 

components out of all of the possible data results. Every node in the tree that is not a leaf 

represents a feature experiment, every branch in the tree reflects the result of the experiment, 

and every leaf node in the tree represents a conclusion or classification. The "root" node at the 

very top of the tree is meant to symbolize the most widely used model for making predictions.  

 

Figure 2. Decision Tree Flow Diagram 

 

- Logistic Regression 

Figure 3 illustrates the procedure that constitutes the logistic regression model. Logistic 

regression is a machine learning (ML) algorithm utilized most frequently in supervised learning 

[9,10,11,12,13]. It is a method of forecasting that makes use of a set of independent factors to 

anticipate the value of a categorical variable that is dependent on them. 
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Figure 3. Logistic Regression Flow Diagram 

 

3. Wireless sensor networks (WSNs) for real-time monitoring of environmental 

conditions 

The use of wireless sensor networks (WSNs) for real-time monitoring of environmental 

conditions in underground mines, specifically using seismic bump datasets, offers several 

benefits in terms of safety and efficiency. Here's an overview of how WSNs can enable real-

time monitoring in underground mines using seismic bump datasets: 

1. Wireless Sensor Networks (WSNs): 

   - WSNs consist of a network of small, autonomous sensor nodes deployed throughout the 

mine. 

   - Each sensor node is equipped with sensing capabilities, such as accelerometers or 

seismometers, to capture seismic activity and detect bump events. 

   - These nodes communicate wirelessly with each other and with a central base station or 

gateway. 

2. Seismic Bump Datasets: 

   - Seismic bumps, also known as rock bursts, are sudden releases of accumulated energy in 

the rock mass, resulting in ground shaking and potential hazards in underground mines. 

   - Seismic sensors within the WSN capture and record seismic data related to bump events, 

such as vibrations, ground motion, and other relevant parameters. 

   - These seismic datasets provide valuable information about the occurrence, intensity, and 

characteristics of bump events. 

 

3. Real-Time Monitoring: 

   - WSNs enable real-time monitoring of the environmental status within the underground 

mine. 

   - The sensor nodes continuously collect and transmit seismic data to the central base station 

or gateway in real-time. 

   - Real-time data analysis algorithms can process the seismic datasets to detect, classify, and 

analyze bump events [14, 15, 16, 17, 18]. 

   - The system can provide timely alerts and notifications to mine operators, supervisors, or 

safety personnel about the occurrence of bump events. 

4. Environmental Status Monitoring: 
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   - The WSN-enabled system can monitor various environmental parameters in the 

underground mine, in addition to seismic activity. 

   - Other sensors within the WSN can measure factors like temperature, humidity, gas 

concentrations, air quality, and structural stability. 

   - Integration of these multiple sensor measurements allows for a comprehensive 

understanding of the environmental conditions and potential hazards within the mine. 

5. Safety and Risk Mitigation: 

   - Real-time monitoring of seismic bump datasets helps improve safety in underground mines 

by enabling early detection and warning of potential bump events. 

   - The system can facilitate rapid response and evacuation procedures to safeguard workers in 

the event of a bump occurrence. 

   - Continuous monitoring of environmental parameters allows for proactive risk mitigation 

strategies, such as adjusting mining operations, reinforcing support structures, or controlling 

ventilation systems. 

6. Data Analysis and Decision Support: 

   - The collected seismic bump datasets can be further analyzed to gain insights into the 

underlying causes, patterns, and trends associated with bump events. 

   - Advanced data analysis techniques, including machine learning algorithms, can be 

employed to develop predictive models and support decision-making processes [19, 20, 21, 22, 

23, 24]. 

   - The analysis of historical and real-time data aids in identifying risk factors, optimizing 

mining operations, and implementing preventive measures to minimize the occurrence of bump 

events. 

Using wireless sensor networks for real-time monitoring of environmental status in 

underground mines using seismic bump datasets offers enhanced safety, proactive risk 

mitigation, and efficient decision support. The continuous collection and analysis of seismic 

data enable timely detection of bump events and facilitate prompt actions to ensure the well-

being of mine personnel and operational efficiency. 

 

4. Result and Discussion 

A computer with 8 gigabytes of RAM, an Intel Core i5 processor, a Windows 10 operating 

system, and Weka version 3.8.6 serves as the testbed. The findings of the subsequent analysis 

of the seismic-bumps data set are summarized in Table 1. The Decision Tree Classifier in Weka 

tools performed superiorly to the other models when applied to the seismic-bumps dataset. 

Visual representations of this work can be found in Figures 4 and 5. 

Table 1. Summary of Mean Square Error and Root Mean Square Error 

Models MSE RMSE 

DT 0.1156 0.2415 

LR 0.1257 0.2655 

RF 0.1179 0.251 
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Figure 4.Accuracy comparison 

 

Figure 5 RMSE comparison  

5. Conclusion 

During this study, a system was made that uses machine learning to predict when earthquakes 

will happen. All of the classifiers did a great job of categorizing, which shows that machine 

learning methods have the potential to be reliable tools for grouping seismic events by where 
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they happened. Only controlled machine learning is looked at in this research. For training and 

testing models, it is essential to collect and name a large enough number of samples. One way 

to speed up the process of making databases and models is to look into hybrid learning 

strategies that combine transfer learning, unsupervised machine learning algorithms, and 

supervised machine learning algorithms. The method described in this study can be 

implemented and used as a helpful tool to give early warning of earthquakes that could cause 

damage. In a perfect world, this would stop things that put workers at risk and cost money 

because they damage coal mine tools and machinery. 
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