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Abstract: 

Foreground object recognition in video is a critical step in several computer vision applications and automated video surveillance 

systems. Noise removal algorithms are used to detect mostly moving foreground objects. In recent decades, effective multi-object 

detection methodologies have been proposed for a variety of applications, like visual surveillance and behavior analysis. The range 

of applicants with the greatest performance and lowest cost is growing thanks to ongoing development in the technologies of video 

collection devices. Item detection methods are critical phases in objects recognition, surveillance, navigation systems. Object 

detection is the process of separating foreground and background items in photographs. Object tracking establishes the correlation 

among objects in a video sequence's succeeding frames. In this research, we offer algorithms that are split into 2 steps that includes 

Multi object detection utilizing Gaussian Mixture Model (GMM) and background suppression have performed. Multiple moving 

objects tracking using convoluted moving window Kalman filter (CMWKF). It can, however, cope with a variety of video sequences 

in the MOT 20 dataset. The experimental findings reveal that the proposed method detects and tracks foreground objects in complex 

and dynamic scenarios with high accuracy, robustness, and efficiency. This method also produces smoothened images without noise. 

Keywords: multi-object detection, Gaussian Mixture Model (GMM), convoluted moving window Kalman filter (CMWKF), 

background suppression, video surveillance, video sequence. 

 

1. Introduction: 

Multiple Object Tracking intends to extricate directions of various moving articles in a picture grouping, is an essential errand in 

video understanding. A hearty and dependable MOT framework is the reason for a wide scope of uses including video observation, 

independent driving, and sports video examination [1]. Each following strategy requires an Object Detection instrument either in 

each casing or when the item initially shows up in the video. It handles division of moving articles from fixed foundation objects. 

This spotlights on more elevated level handling. It likewise diminishes calculation time. Because of ecological circumstances like 

light changes, shadow object division becomes troublesome and huge issue. A typical methodology for object identification is to 

involve data in a solitary edge. Notwithstanding, some item identification strategies utilize the worldly data figured from a grouping 

of edges to diminish the quantity of misleading recognitions. This worldly data is typically as casing differencing, which features 

districts that changes progressively in continuous casings [2]. 

GMM (Gaussian Mixture Model) is a limited blend likelihood appropriation model. The EM (Expectation-Maximum) calculation 

is an overall strategy for tracking down the Maximum Likelihood Estimation (MLE) from a deficient information and is really a 

superior drop calculation [3]. The benefit of GMM approach is that various kinds of burden dispersions can be genuinely addressed 

as an arched mix of a few ordinary appropriations with separate means and fluctuations. The issue of getting different blend parts 

(weight, mean, and difference) is formed as a Parametric Estimation issue. The EM calculation is an incredible asset in boundary 

assessment issues. It is an overall strategy for observing the Maximum-Likelihood gauge of the boundaries of a fundamental 

circulation from a given informational index when the information are inadequate or have missing qualities [4]. 

To manage various items following in unique scenes, a Kalman Filter Based Tracking calculation is utilized. The Kalman channel 

gives a powerful item following structure under questionable conditions. To deal with impediments, a few highlights are utilized. 

The covariance networks of interaction and estimation commotions are assessed consequently utilizing a moving-window 

assessment method. Specifically, process commotion covariance is tuned through a negative input conspire. Accordingly, 

underlying reaction and boundaries, as well as interaction and estimation commotion covariance, are all the while assessed in the 

recursive course of the channel [5]. The objective of this work is to follow the various items in the unique scenes. To accomplish 

this reason, this paper proposes the Kalman channel based numerous articles following calculation with tangled moving window. 

The commitment of this paper is as per the following 
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 To collect the various real time video surveillance data and convert the video into video frames. 

 To detect multiple object in the video frames using Gaussian mixture model (GMM) which is integrated with convoluted 

moving window architecture and kalman filter (CMW_KF), smoothened images are then applied to background subtraction method 

with moving window which gives detected object present in background image.  

The organization of the paper is as follows: In Segment 2, Works related to the proposed model is simply explained. The suggested 

model is described in depth in Segment 3. The experimental findings and some discussion are then reported in segment 4. Finally, 

segemnt 5 contains the paper's conclusion. 

 

2. Related Works: 

Moving article location and following utilizing Kalman channel was depicted in [6]. The following is vital for various item. The 

articles are followed the assistance of Kalman channel. This channel is utilized for the pixel astute deduction of current edge. As 

well as additionally used to be figure out the blunder between genuine place of the ball and assessed position esteem with the 

assistance of this channel. The item following technique on video transfers from genuine street climate was created and assessed by 

[7]. They contrasted the outcomes and other following calculations. This approach can follow the item with continuous impediment 

issues in a negligible measure of time in correlation with other existing calculations. A crossover model that further develops location 

precision with low computational time was introduced in [8]. The information picture is rearranged and bunched at different scales 

utilizing SLIC and K-implies grouping calculations separately. Gaussian Mixture Model (GMM) is created on different shading 

parts of the advanced picture at various scales. The vital highlights of this technique are object culmination and proficiency as far 

as computational time. Little notable highlights in the pictures are not distinguished. In [9] develops with mass age in view of 

highlights removed from submerged scenes utilizing the Bi-layered Empirical Mode Decomposition (BEMD) Algorithm. These 

separated elements are then familiar with the nonexclusive Gaussian Mixture Model (GMM) to give a premise to an item observing 

framework. This approach is contrasted and condition of-craftsmanship object identification conspires and dissected both 

subjectively and quantitatively and ended up being effective. An adjusted Gaussian Mixture Model (GMM) and Adaptive 

thresholding planned in [10]to further develop object recognition exactness for the open air reconnaissance. Inborn and extraneous 

upgrades in conventional GMM will deal with the open air dynamic scenes. The test results reason that this calculation productively 

distinguish objects in unique conditions as well as handle fractional impediments and certain measure of shadows proficiently. A 

Multi-Dimensional Kalman channel (MDKF) calculation is proposed in [11] for object following and movement identification. The 

mathematical examination of this following calculation accomplishes cutthroat following execution conversely, with best in class 

following calculations prepared on standard benchmarks. The state assessment with obscure non-fixed Heavy-Tailed Process And 

Measurement Noises (HPMN) is considered in [12]. A pointer is acquainted with recognize whether it is produced by the ostensible 

covariance or the bigger covariance by utilizing Kalman channel. Tries different things with manufactured information and genuine 

shrewd vehicle information show the viability of this channel under obscure non-fixed HPMN. The benchmark for quite a long time 

Tracking, MOT Challenge, was sent off in [13] with the objective to lay out a normalized assessment of Multiple Object Tracking 

Methods. The test centers around numerous individuals following, since walkers are very much examined in the following local 

area, and exact following and recognition has high down to earth significance. This allows to opportunity to assess best in class 

techniques for quite a long time following while dealing with very packed situations. 

When the illumination changes there will be changes in the scene, and fails in the preservation of edge computing in moving object. 

Mistracking is occurred in the object’s appearance and disappearance because of the occlusion. These are the drawbacks in most of 

the existing system. To overcome these limitations, Gaussian mixture model (GMM) which is integrated with convoluted moving 

window architecture and kalman filter (CMW_KF) is proposed in this paper. 

 

3. System Model: 

This study provides a multi-object identification technique based on the Gaussian Mixture Model, as well as a convoluted movable 

windows Kalman filter approach for object tracking. In perplexing scenarios, this approach provides effective monitoring of many 

moving objects. Figure 1 represents the Gaussian mixture model with convoluted moving window architecture integrated by kalman 

filter. MOT20 is the real time video dataset taken in this model, this video is converted into small video frames. Multiple moving 

objects are detected by GMM model and noises will be present in the frames of the detected object. The noise is removed and 

smoothened by using Convoluted moving window kalman filter. After the removal noise the video frames are processed and 

analyzed.  
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Figure 1: Gaussian mixture model with convoluted moving window architecture integrated by kalman filter 

A parametric probability density function, GMM is a parametric model that estimates the probability distribution function based on 

a variety of object characteristics. When there is strong occlusion and dynamic scene changes, it is difficult to recognize several 

moving objects in computer vision technologies. Background modelling is always the initial stage in implementing background 

removal method to detect moving objects from each segment of video frames. The Gaussian Mixture Model may be used for this 

background modelling. To achieve the intended outcome, all incoming frames from a video series are subtracted from a reference 

background modelling frame and the difference is compared to a threshold value. 

The general formula for Gaussian Mixture Model [14] is expressed in equation (1) as follows 

𝑃(𝑥𝑡) = ∑ (𝜔𝑖,𝑡𝑛(𝑋𝑡; 𝜇𝑖,𝑡 , ∑ 𝑖, 𝑡)𝑘
𝑖=1  (1) 

Where, ∑ (𝜔𝑖,𝑡) = 1𝑘
𝑖=1  

The mixture equal mean is given in equation (2) is  

𝜇𝑡 = ∑ 𝜔𝑖,𝑡𝜇𝑖,𝑡
𝑘
𝑖=1  (2)  

Background subtraction is a common technique for recognizing moving objects in films captured by static cameras. Assume that 

the backdrop has previously been updated for a certain sequence of frames before beginning the tracking procedure in the suggested 

technique. It is written as follows in equation (3): 

𝐵𝑡(𝑥, 𝑦) = {
0 𝑖𝑓 |𝐼𝑡(𝑥, 𝑦) − 𝑏(𝑥, 𝑦)| < 𝜏𝐵

1𝑓 |𝐼𝑡(𝑥, 𝑦) − 𝑏(𝑥, 𝑦)| ≥ 𝜏𝐵
 (3) 

Where 𝑏(𝑥, 𝑦) is the background that is already obtained. 𝐼𝑡(𝑥, 𝑦) is the gray image at time t.  𝜏𝐵 gives threshold value.  Equation 

(1) and (2), are enough for detecting multiple moving object in videos. The𝐵𝑡(𝑥, 𝑦)) has information greater than 𝑃(𝑥𝑡)relatively, 

as 𝑃(𝑥𝑡) has many noises caused by lightness.  

The Kalman filter is a technique that estimates the parameters of a system and predicts future observations based on noisy 

measurements collected over time. It makes predictions, takes a measurement, and then updates itself depending on the forecast and 

measurement comparison at each time step. It is a mathematical evaluator that predicts and updates the states of a large number of 

linear processes. 

Processing equation is expressed in equation (4) as follows 

𝑥𝑘 = 𝐴𝑥𝑘−1 + 𝑤𝑘−1 (4)  

Where A is the transition matrix and x k denotes the state from time k-1 to time k. The Gaussian process noise N(.) vector w (k-1) 

has the following normal probability distribution p. (w). Consider a tracking system in which Xk is the state vector, which represents 

the object's location, velocity, and dynamic behaviour, and subscript k indicates discrete time. The basic goal is to use the 

measurement Zk to estimate the value of Xk. Equation (5) represents the probability distribution function, whereas equation (6) 

reflects the observed measurement. 

𝑝(𝑤)~𝑁(𝑂, 𝑄)  (5)   

𝑍𝑘 = 𝐻𝑥𝑘 + 𝑉𝑘  (6) 

Here H denotes the measurements matrix and Z k denotes the measurements taken at times k-1 to k. The Gaussian measurement 

noise V k is represented in equation (7). N(.) with the standard probability distribution P(v). 

𝑝(𝑣)~𝑁(𝑂, 𝑅)  (7) 

O gives output of the system noise and R is covariance matrix for apriori estimate for measured KF. 
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Time update equation Equation (4) and (6) describe linear model with time k that states 𝑥𝑘 is shown in the following equations (8) 

and (9). 

𝑥𝑘 = 𝐴𝑥𝑘−1 + 𝑊𝑘−1 (8) 

𝑃�̅� = 𝐴𝑃𝑘−1𝐴𝑇 + 𝑄 (9) 

The covariance error estimates Q, R with Apriori knowledge are given in the above equation (8) and (9). Convoluted moving 

window is applied for tracking objects in the kalman filter. For this window the covariance error estimates with Apriori knowledge 

is necessary. This moving filter is used to measure and process noise present in the filter to obtain the smoothened image. The noise 

measurement is obtained by the following equation (10) 

𝜀𝑘 = 𝑂𝑘 − 𝑂𝑘
𝑖  (10) 

Where true 𝑂𝑘 gives true system output, and 𝑂𝑘 gives raw measurement vector. The measure of noise 𝜀𝑘 estimating for 𝑂𝑘
𝑖 . 

𝑂𝑘
𝑆 = (1 − 𝜔𝑖)𝑂𝑘−1 + 𝜔𝑖𝑂𝑘 (11) 

𝜔𝑖 gives weighting factor, and smooth 𝑂𝑘
𝑆 gives Equation (11) smoothes time series of measurement data. Replace true 𝑂𝑘 with 

smooth 𝑂𝑘in Equation (12), the estimated noise is 

𝜀′𝑘 = 𝑂𝑘-𝑂𝑘
𝑆 (12) 

𝐸[𝜀′
𝑗] =

1

𝑁𝑠
∑ 𝜀′

𝑗
𝑘
𝑗=𝑘−𝑁𝑠+1  (13) 

𝑅𝑘 =
1

𝑁𝑠−1
∙ ∑ (𝜀′

𝑗 −𝑘
𝑗=𝑘−𝑁𝑠+1  𝐸[𝜀′

𝑗]) ∙ (𝜀′
𝑗 − 𝐸[𝜀′

𝑗])𝑇 (14) 

From the above equations, the noise measured is given in equation (15) and (16) 

𝜀′𝑘 = ((1 − 𝜔𝑖). [( 𝑂𝑘
𝑖 − 𝑂𝑘−1

𝑖 ) + (𝜀𝑘 − 𝜀𝑘−1)] (15) 

𝜀′𝑘 ≈ (1 − 𝜔𝑖). (𝜀𝑘 − 𝜀𝑘−1) (16) 

The covariance of the actual measurement noise can be estimated in equation (17) as 

𝑅𝑘
𝐴 ≈

1

2(1−𝜔𝑖)
𝑅𝑘 (17) 

The feature of the complex movable window Kalman filter is its recursive behaviour while estimating states. After the moving 

objects have been split, some sort of tracking procedure is necessary. First, this window must be assigned to each moving item in 

the scene. The picture size is somewhat greater than the complicated moving window size. It not only eliminates noise interference, 

but it also decreases picture processing time and improves operating speed. 

These equations have to do with the system's feedback. The goal is to calculate posteriori, which would be a linear function of the 

priori and fresh measurement [15]. Below are the equations (18), (19), and (20). 

𝐶𝑘 = 𝑃𝑘𝐻𝑇(𝐿𝑃𝑘𝐿𝑇 + 𝑅𝑘)−1 (18) 

�̂�𝑘 = �̂��̅� + 𝐶𝑘(𝑍𝑘 − 𝐿�̂��̅�) (19) 

𝑃𝑘 = (1 − 𝐶𝑘𝐿)𝑃�̅� (20)  

C gives Kalman gain which is figured by over the estimation update conditions. L gives linearization network. After 𝐶𝑘 posterior 

state gauge and aposterior blunder gauge 𝑃𝑘 is processed by the estimation. The time and estimation conditions are determined 

recursively with past posterior gauge to foresee new aprior gauge. 

 CMWKF utilized for a considerable length of time recognition is characterized as far as its states, movement model and estimation 

condition lattice x_k is an eight layered framework state vector which can be addressed in condition (21) as 

𝑥𝑘 = [𝑥𝑜,𝑘, 𝑦𝑜,𝑘, 𝑙𝑘 , ℎ𝑘 , 𝑣𝑥,𝑘 , 𝑣𝑦,𝑘, 𝑣𝑙,𝑘 , 𝑣ℎ,𝑘]𝐼  (21) 

𝑥𝑜,𝑘and 𝑦𝑜,𝑘 represent even and vertical centroid coordinate. 𝑙𝑘and ℎ𝑘 represent half width and half tallness of CMW. 

𝑣𝑥,𝑘, 𝑣𝑦,𝑘, 𝑣𝑙,𝑘  and 𝑣ℎ,𝑘  represent their speed individually. After the state condition and estimation condition of movement model are 

characterized in the following casing, CMWKF will be utilized to gauge the article area 

Model update When the worth of the expense work is viewed as least then the boundaries of CMWKF is should be refreshed and 

use them as a contribution to the following edge. 

 

Algorithm: 

To simplify the procedure, the algorithm steps are sketched and summarized below.  

Step 1: Conversion of video into video frames 

Step 2: Design of Gaussian Mixture Model 

 𝑃(𝑥𝑡) = ∑ (𝜔𝑖,𝑡𝑛(𝑋𝑡; 𝜇𝑖,𝑡 , ∑ 𝑖, 𝑡)𝑘
𝑖=1  
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Step 3: Obtain the mixture equal mean 

𝜇𝑡 = ∑ 𝜔𝑖,𝑡𝜇𝑖,𝑡

𝑘

𝑖=1

 

Step 4: Process Background subtraction modelling 

𝐵𝑡(𝑥, 𝑦) = {
0 𝑖𝑓 |𝐼𝑡(𝑥, 𝑦) − 𝑏(𝑥, 𝑦)| < 𝜏𝐵

1𝑓 |𝐼𝑡(𝑥, 𝑦) − 𝑏(𝑥, 𝑦)| ≥ 𝜏𝐵
 

Step 5: Design of kalman filter 

Step 6: Processing of kalman filter 

 𝑥𝑘 = 𝐴𝑥𝑘−1 + 𝑤𝑘−1 

Step 7: Estimation of Probability distribution function 

 𝑝(𝑤)~𝑁(𝑂, 𝑄) 

Step 8: Estimation of noise covariance 

 𝜀𝑘 = 𝑂𝑘 − 𝑂𝑘
𝑖  

Step 9: Design of Convoluted moving window  

𝐸[𝜀′
𝑗] =

1

𝑁𝑠

∑ 𝜀′
𝑗

𝑘

𝑗=𝑘−𝑁𝑠+1

 

Step 10: Covariance of actual noise measured 

 

 𝑅𝑘
𝐴 ≈

1

2(1−𝜔𝑖)
𝑅𝑘 

Step 11:  The multiple object detected by the eight dimensional system state vector  

 

 𝑥𝑘 = [𝑥𝑜,𝑘, 𝑦𝑜,𝑘, 𝑙𝑘 , ℎ𝑘 , 𝑣𝑥,𝑘 , 𝑣𝑦,𝑘, 𝑣𝑙,𝑘, 𝑣ℎ,𝑘]𝐼  

  

4. Experimental Analysis: 

In GMM CMW_KF, the tool for simulation is PHYTHON. MOT20 is the real time video dataset is considered as a dataset. The 

results of background suppression after processing GMM is shown in the figure 2a and 2b. 

       
 

Figure 2a& 2b: The image frame taken from MOT 20-01 sequence of MOT 20 real time dataset and background suppressed 

image 

 

The parameters taken for analysis are Accuracy, Precision, recall, False positive rate (FP), True positive rate (TP), Ground truth 

(GT), detection rate (DET), Mean Absolute position (MAP). 

Accuracy Analysis: 

The degree of similarity between a noise measurement and its real value is called accuracy. Table 1 represents the accuracy analysis 

of the proposed method 
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Table 1: Accuracy analysis of the proposed method 

Sequence Accuracy (%) 

MOT20-01 82.86 

MOT20-02 88.87 

MOT20-03 84.63 

MOT20-04 80.67 

MOT20-05 90.69 

MOT20-06 75.58 

MOT20-07 89.84 

MOT20-08 79.53 

 

 
Figure 3: Accuracy analysis of the proposed method 

 

In the figure 3 different sequences of video frames in the dataset MOT 20 are present in the X-axis and accuracy in percentage is 

considered in Y-axis. From this MOT20-05 achieves highest accuracy rate of 90.69%. 

Precision Analysis: 

The degree toward which repeated noise measurements under the same conditions get the same results is known as precision. 

Table 2 shows the Precision analysis of the proposed method 

Table 2: Precision analysis of the proposed method 

Sequence Precision (%) 

MOT20-01 99.65 

MOT20-02 99.62 

MOT20-03 98.72 

MOT20-04 98.36 

MOT20-05 99.68 

MOT20-06 82.27 

MOT20-07 93.78 

MOT20-08 72.31 

 



Copyrights @Kalahari Journals Vol.7 No.6 (June, 2022) 

International Journal of Mechanical Engineering 

11 

 

Figure 4: Precision analysis of the proposed method 

 

In the figure 4, different sequences of video frames in the dataset MOT 20 are present in the X-axis and precision in percentage is 

considered in Y-axis. From this MOT20-05 achieves highest Precision rate of 99.68%. 

 

Recall Analysis: 

This is defined as the ratio of how many relevant images you have retrieved overall. Table 3indicates the Recall analysis of the 

proposed method 

 

Table 3: Recall analysis of the proposed method 

Sequence Recall (%) 

MOT20-01 89.24 

MOT20-02 88.31 

MOT20-03 64.3 

MOT20-04 75.6 

MOT20-05 70.32 

MOT20-06 63.5 

MOT20-07 87.8 

MOT20-08 63.2 

 

 
Figure 5: Recall analysis of the proposed method 

 

In the figure 5, different sequences of video frames in the dataset MOT 20 are present in the X-axis and recall in percentage is 

considered in Y-axis. From this MOT20-01 achieves highest recall value of 89.24%. 
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True positive Analysis: 

The requirements for calculating a tracker's performance. One is to see if each postulated output is a true positive (TP) that 

corresponds to a real (annotated) goal. Table 4 describes True positive analysis of the proposed method. 

Table 4: True positive analysis of the proposed method 

Sequence True Positive 

MOT20-01 1151 

MOT20-02 9201 

MOT20-03 15428 

MOT20-04 11682 

MOT20-05 11496 

MOT20-06 3603 

MOT20-07 789 

MOT20-08 2059 

 

 
Figure 6: True Positive analysis of the proposed method 

 

In the figure 6, different sequences of video frames in the dataset MOT 20 are present in the X-axis and true positive is considered 

in Y-axis. From this MOT20-03 achieves highest True Positive value of 15428. 

False Positive Analysis: 

The requirements for calculating a tracker's performance. The first step is to establish if each postulated outcome is just a false alarm 

or a false positive, FP Table 5 shows False positive analysis of the proposed method 

Table 5: False positive analysis of the proposed method 

Sequence False Positive 

MOT20-01 35383 

MOT20-02 155661 

MOT20-03 94209 

MOT20-04 165294 

MOT20-05 238859 

MOT20-06 52413 

MOT20-07 47148 

MOT20-08 32622 
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Figure 7: False Positive analysis of the proposed method 

 

In the figure 7, different sequences of video frames in the dataset MOT 20 are present in the X-axis and false positive is considered 

in Y-axis. From this MOT20-05 achieves highest False Positive value of 238859. 

Ground Truth Analysis: 

The term "ground truth" refers to data gathered on the spot. Image data may be linked to real-world characteristics and materials 

using ground truth. Atmospheric adjustment is also aided by ground truth. Table 6 represents Ground Truth analysis of the proposed 

method. 

Table 6: Ground Truth analysis of the proposed method 

 

Sequence GT 

MOT20-01 12610 

MOT20-02 89837 

MOT20-03 177347 

MOT20-04 228298 

MOT20-05 381349 

MOT20-06 69467 

MOT20-07 20330 

MOT20-08 43703 

 

 

Figure 8: Ground Truth analysis of the proposed method 
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In the figure 8, different sequences of video frames in the dataset MOT 20 are present in the X-axis and Ground truth is considered 

in Y-axis. From this MOT20-05 achieves highest ground truth value of 381349. 

 

Detection analysis: 

Only pedestrians are considered in this analysis. Static people and other classes are ignored and filtered out of both the detections 

and the ground truth. Table 7 shows Detection analysis of the proposed method 

Table 7: Detection analysis of the proposed method 

 

Sequence DET 

MOT20-01 36534 

MOT20-02 164862 

MOT20-03 109637 

MOT20-04 176976 

MOT20-05 250355 

MOT20-06 56016 

MOT20-07 47937 

MOT20-08 34681 

 

 

Figure 9: Detection analysis of the proposed method 

In the figure 9, different sequences of video frames in the dataset MOT 20 are present in the X-axis and detection is considered in 

Y-axis. From this MOT20-05 achieves highest detection value of 250355. 

 

Mean Absolute Position Analysis: 

Mean Absolute Position is positional information which has details of coordinates related to a unique image. Table 7 represents 

Mean Absolute Position analysis of the proposed method 
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Table 7: Mean Absolute Position analysis of the proposed method 

 

Sequence MAP 

MOT20-01 95.63 

MOT20-02 96.3 

MOT20-03 91.44 

MOT20-04 92.1 

MOT20-05 92.3 

MOT20-06 90.3 

MOT20-07 94.38 

MOT20-08 87.9 

 

 

Figure 10: Mean Absolute Position analysis of the proposed method 

In the figure 10, different sequences of video frames in the dataset MOT 20 are present in the X-axis and Mean Absolute Position 

is considered in Y-axis. From this MOT20-02 achieves highest Mean Absolute Position value of 96.3. 

The experimental findings reveal that the proposed method detects and tracks foreground objects in complex and dynamic scenarios 

with high accuracy, robustness, and efficiency. This approach also yields noise-free smoothed pictures.  

5. Conclusion 

Multi object detection utilizing Gaussian Mixture Model (GMM) and background suppression has been performed. Multiple moving 

objects tracking using convoluted moving window Kalman filter (CMWKF) has also been performed in this paper. It can, however, 

cope with a variety of real-time video sequences in the MOT 20 dataset. The experimental findings reveal that the proposed method 

detects and tracks foreground objects in complex and dynamic scenarios with high accuracy, robustness, and efficiency. This method 

also produces smoothened images without noise. The obtained results are free from and it takes less computation time. There is no 

mistaking of the objects and if illumination changes, the tracking of moving object is not changed, this makes this system to be more 

efficient. This method is to be improved in future by conducting experiments in very crowded environment with more video 

sequences. 
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