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Abstract:  

Recent work in geophysics has resulted in the Stockwell transform, which combines elements of the 

Fourier, Gabor, and wavelet transforms to show temporal or spatial variation in frequency. This 

helpful data is produced by doing a Fourier analysis on a short sample of a signal. The Fourier 

spectrum may be localised by filtering the signal using Gaussian scaling windows that vary in width 

depending on frequency. This time-frequency analysis at many scales reveals both the types of 

frequencies present and, more crucially, their occurrence times. More so, the Fourier domain may be 

deduced from the Stockwell domain, and vice versa. The ST's capabilities in these areas suggest it 

might be a useful tool for analysing and processing medical imaging data. The ST has found use in 

noise suppression and tissue texture analysis. Here, we discuss the methodology and use of the ST in 

diagnostic imaging. Using fMRI data, we describe and illustrate its usefulness and efficacy in contrast 

to other linear time-frequency transformations such the Gabor and wavelet transforms. 
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Introduction 

Improved picture quality for more complex uses is the goal of image processing, a kind of image 

modification in which aspects of an image are either added to or subtracted from the original. 

Numerous commercial and industrial uses [1] have made extensive use of image processing in recent 

years. Researchers are required in the fields of authentication applications, matching applications, 

picture recognition, forensic investigations, and image forgeries. As digital photography finds more 

and more uses, new kinds of image-processing software are developed. By manipulating individual 

pixels or even whole blocks, this kind of programme may create a convincingly altered digital picture. 

The alterations are imperceptible to the naked eye. Therefore, it has become a difficult job to verify 

the authenticity of photos. Scaling, rotation, blurring, resampling, filtering, cropping, and many more 

operations are just some of the many ways a picture may be altered. Copyright [2] and forgery 

prevention need the use of an image forgery detection system. There are two main types of picture 

editing: those that alter the original content, and those that don't. Images must be checked for 

authenticity for many uses, including defence, forensics, the media, science, fashion, and more. 

Digital image manipulation requires a thorough familiarity with the characteristics of digital images as 

well as a high level of visual imagination. Investigating altered photographs for hidden patterns 
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introduced by manipulation techniques is the focus of image tampering detection. A growing area of 

study, verifying the authenticity of digital photographs by identifying forgeries is crucial. As tools for 

altering digital media proliferate, manipulating digital images has become a breeze.  

Legal image processing may profit from these seemingly harmless modifications, but malevolent 

individuals might potentially abuse them to corrupt digital photographs. As a result, various security-

related applications that rely on photos, such as surveillance and identification, are compromised by 

the prevalence of image forgeries online today. It's possible that visual depictions of events and scenes 

won't hold up to scrutiny in the future. Verifying the originality and validity of digital photographs, as 

well as making explicit the image altering history in order to get additional information, is essential in 

applications such as law enforcement and news recording.  

Digital forensic [3] methods were developed to bypass this issue by doing a blind check on the 

reliability of digital photographs. Accordingly, there are two schools of thought when it comes to the 

study of forensic picture modification. Detecting picture manipulations like copy-move and splicing, 

in which the image's material is arbitrarily changed with respect to its semantic meaning, is the 

primary focus of forensics techniques. The second class includes the passive detection of typical 

operations including compression, blurring, and contrast enhancement. These post-processing 

techniques, which do not alter the original information, are often used to make convincing fakes. 

Serious effects, such as decreased trustworthiness and the formation of incorrect beliefs, result from 

the occurrence of picture fraud in many practical contexts. Digital images are increasingly important 

in modern forensic investigations, particularly in the business and industrial sectors.  

Over the last several decades, there has been a tremendous change towards the use of digital photos in 

various sectors. If it turns out that digital images presented as proof of a crime were fraudulent, it 

would throw suspicion on the whole authentication process. The development of reliable methods for 

detecting these forgeries is of increasing importance. Digital images are notoriously difficult to detect 

for alterations. Identifying photos that have been tampered with digitally is a challenging task. This 

study evaluates the existing literature on several methods for detecting image manipulation, including 

pre-processing, image compression, edge detection, segmentation, detection of contrast enhancement, 

detection of splicing and composition, detection of image tampering, and more. By comparing the 

various approaches, we may choose the most fruitful course of action for its future investigation. 

Intensity images are the input and result of a sequence of low-level image processing operations in 

preprocessing.  Preprocessing methods may be used to fix picture deterioration, but doing so requires 

taking into account a number of factors, including the specifics of the degradation itself, the image 

capture device's capabilities, and the limits placed on the final image.  

Prior information often includes both the kind of noise (spectral characteristics) and knowledge about 

the items to be searched for in the pictures. It is possible to make an educated guess during processing 

if this data is unavailable. Multimedia goods need large amounts of storage space and transmission 

capacity. At this point, it becomes necessary to use data compression in order to cut down on 

redundant data and free up additional storage and bandwidth resources. When information is 

compressed, fewer bits are used in the encoding process. Image compression is one field where data 

compression has proven useful. Compressing a picture reduces the number of bits required to store the 

original image. Bits from the original picture are compressed using an encoding method. The picture 

is recreated in the decoder end of things.  

When a lossless compressed picture is decompressed, it is identical to the original. Significantly better 

compression ratios were achieved, and discrepancies between the compressed and uncompressed 
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versions of a picture are often difficult to detect. In the decompressed version of a picture, lossy 

compression causes little loss of data. Reproducing a picture exactly as it was intended to be seen is 

sometimes impossible. Lossy compression's little amount of inaccuracy may be tolerable in this 

scenario. 

Literature Review 

Zhengzhi Lu et.al.,(2021In many nonsubsampled image transformations, the nonsubsampled 

Laplacian pyramid (NSLP) is utilised as a multiresolution decomposition approach. However, due to 

its inflexible spectrum split, the NSLP is incapable of providing a reliable visual representation. To 

address these issues, we present a novel adaptive arbitrary multiresolution decomposition. We begin 

by applying a 1-D nonuniform filter bank to the modulated PPFT in order to create a 2-D filter bank 

with arbitrary resolution, taking use of the affine properties of the PPFT. The conventional tree-based 

spectral partitioning used in filters like this one is overcome.  

Yan Zheng et.al(2021)Traditional global shape descriptors, Fourier descriptors are fast at matching 

but not very accurate. To improve precision, we offer MSFDGF (multiscale Fourier descriptor 

utilising group feature), a new framework for constructing Fourier descriptors. MSFDGF generates 

coarser contours to accomplish multiscale description. The resulting coarser contours are then used to 

extract a set of supplementary characteristics. The characteristics are then transformed using the 

Fourier method. A new global descriptor, MSFDGF-SH, is built on top of the MSFDGF framework 

and incorporates shape histograms. MPEG-7 CE-1 Part B, Swedish Plant Leaf, Kimia 99, and the 

Expanded Articulated Database are used in experiments to gauge MSFDGF-SH's efficacy. The 

experimental findings demonstrate the efficacy and efficiency of MSFDGF-SH as a global shape 

descriptor. On the MPEG-7 CE-1 Part B dataset, the novel descriptor outperforms the Shape Tree 

with an accuracy of 87.76 percent. For the first time, our Fourier descriptor outperforms the Shape 

Tree technique on this dataset, both in terms of accuracy and processing time.. 

Wenbin Ye et.al(2020) Human computer interaction and surveillance for public and industrial 

security are only two examples of fields where human detection and activity categorization have 

lately emerged as essential technologies. To address this issue, we present the Fourier convolutional 

neural network (F-Convents), a revolutionary end-to-end deep learning-based system. Raw radar 

frames are sent into F-ConvNet as input. The raw radar data is transmitted into a new layer called the 

Fourier layer, which converts it into a domain more suited to the categorization job. Additionally, we 

offer a unique weight initialization strategy that is specifically designed for the Fourier layer. In 

addition, we use dilated convolutions to boost speed and economy even more. A new training 

paradigm termed dynamic training is suggested along with a multi-scale and multi-task loss composed 

of cross-entropy and triplet loss to improve convergence and accuracy. According to experiments, F-

ConvNet achieves a 3% higher classification accuracy than state-of-the-art approaches.. 

Jiajun Ma et.al(2019) In computer vision and robot vision, shape recovery is a fascinating and 

difficult problem. Using Fourier-based multi-scale descriptors, recent efforts have shown some 

success in shape retrieval, particularly in enabling real-time application by increasing efficiency. To 

communicate the shape information, however, these systems often employ very sophisticated shape 

descriptors, which are not clear enough for the intended audience. Our study proposes a unique multi-

scale descriptor that combines contour features with regional features and is based on the Fourier 

transform. There are two primary features of this new characterization: Use six orthogonal vectors in 

the plane as invariant signatures; use several scale structures to characterise both local and global 

shape information. In addition to being simple to grasp, the topology of the forms produced by this 
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descriptor technique is more distinct than that obtained by other methods, signifying that it is stable 

under both linear and nonlinear transformations. The approach is optimised for constant time 

complexity and shows promise in its retrieval rates (87.46% and 99.27%) on certain well-known 

datasets. The results demonstrate that, compared to previous Fourier descriptor-based approaches, 

ours is superior at describing form topology. 

Rajesh Kumar Tripathy et.al(2019) Myocardial infarction (MI) is a heart condition caused by the 

blockage of one of the coronary arteries. The first step in making a diagnosis of MI is pinpointing its 

location via an examination of the ECG's many leads. For automatic MI disease localisation using 

multi-lead electrocardiogram (ECG) beats, this research proposes the use of a multiscale 

convolutional neural network.  

MEDICAL IMAGING 

Diagnostic imaging plays a crucial role in the delivery of contemporary medical treatment. As a result 

of the abundance of data it contains, it is increasingly used in clinical decision making and patient 

care. The collecting of medical imaging data requires some investment from the community in terms 

of radiation exposure, human resources, physical infrastructure, and time. In order to make the most 

of the information gleaned from the first imaging technique and reduce the likelihood of needless 

repeating tests, it is important that this data be not destroyed too quickly after it has been gathered. 

The National Electrical Manufacturers Association (NEMA) developed the Digital Imaging and 

Communications in Medicine (DICOM) standard to facilitate the transmission and reception of 

medical images such as CT scans, MRIs, and ultrasounds. Encoding methods are often used to 

decrease the quantity of information (text, pictures, video, and sound) required for storage or 

transmission. When data or files containing data are compressed, they take up substantially less space 

in storage than if they were kept in their uncompressed form. More data can be stored in the same 

amount of room, and it can be sent in less time or with a less amount of bandwidth. JPEG, JPEG2000, 

PNG, GIF, and Run-length Encoding (RLE) are just a few of the many formats that may be used to 

compress image data. There are two types of picture compression algorithms, one that does not 

compromise image quality by introducing any loss of information and the other that does. 

Fourier Transform 

When it comes to processing signals, Fourier transforms are among the most well-known and 

established methods. The signals are shown to be the sum of complex exponentials when using this 

transform technique. When applied to a time-dependent periodic occurrence, Fourier analysis (also 

known as spectrum analysis or Harmonic analysis) breaks it down into a collection of sinusoidal 

functions, each of which has its own amplitude and phase. After being processed by the Fourier 

transform, a complex curve is reduced to the addition of sine waves [1]. A wave's amplitude is half its 

height, and its phase angle (or simply, phase) indicates the distance from the wave's genesis to its 

peak, which may be anywhere from 0 to 2. Each phrase represents the total number of wave cycles 

that have propagated throughout the given time period. A complex curve is formed by successively 

adding harmonic components, with each term contributing a certain fraction of the total variance in 

the complex curve itself [1]. Recent applications of Fourier analysis include magnetic resonance 

imaging, angiographic assessment, automated lung segmentation and image quality assessment, and 

mobile stethoscopes, where a single image is analysed as a two-dimensional wave form. Recent 

applications of the Fourier transform in biomedical engineering will be discussed. 
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In order to facilitate the registration of medical images, a pattern-matching method based on the 

Fourier Transform (FT) was modified. This approach first acquired the Fourier transform (FT) of two 

pictures, then calculated the normalised cross-power spectrum (NCPS) of the converted images. A 

maximum value of the delta function was found at the region where the two pictures differed the 

most; this technique was also used to restore rotations. The effectiveness of this approach was first 

evaluated on a two-dimensional picture with induced shifts of 20 pixels horizontally and 10 degrees 

vertically. There was zero recovery error for translations, while rotational errors averaged 0.18 

degrees. The system was then put through its paces on eight clinical kV pictures culled from four 

distinct anatomical locations. Each picture went through 25 different permutations of rotation and 

translation. The registration solution has a mean error of -0.002: 0.077 mm in the x-axis, 0.002 :0.075 

mm in the y-axis, and -0.012: 0.099 degrees in the y-angle. Based on these first findings, it seems that 

an FT algorithm is very accurate for registering clinical kV pictures.. 

Decomposition 

Initial processing involves haar wavelet transform-based subband decomposition of input medical 

images like MRI and CT. Transform-based fusion provides various benefits over more 

straightforward approaches, such as energy compression, improved signal-to-noise ratio (SNR), 

fewer features, etc. Pixels in a picture are represented by the transform coefficients. Wavelets may 

operate on several scales and resolutions, making them useful for time-frequency localisation. 

Medical pictures from two distinct modalities (here, MRI (P) and CT (Q)) are taken into account. 

Using wavelet transform, these pictures are broken down into a simpler form. 

 

 Figure 1 Performance outcomes of Firefly Algorithm 

Multimodal medical image fusion: an experimental study of structured and sparse principal 

component analysis 

The fusion findings show that the SSPCA-based algorithm for image fusion presented in this thesis 

outperformed the Hybrid and firefly technique-based methods. 

 



 
 DOI : https://doi.org/10.56452/7-2-553 

Copyrights @Kalahari Journals    Vol.7 No.2 (February, 2022) 

International Journal of Mechanical Engineering 

4629 

 

 

Figure 3 Performance evaluation in terms of MSE between Firefly and DWT 

The MSE comparison results of the suggested Firefly and DWT methods are shown in Figure 3. The 

MSE is reduced in the suggested strategy. For multimodal medical imaging, the result indicates the 

suggested Firefly algorithm. The well rebuilt picture is shown through image fusion with minimal 

MSE. 
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Figure 4 Performance Analysis in terms of correlation among the  Firefly and DWT 

 

In order to improve the supplied multi-modality pictures, the suggested firefly is utilised to optimise 

the relevant pixels and combine the most comparable ones. Figure 4 shows a comparison of the 

correlations between the data sets.
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For different pictures taken for Fusion, the success of the Medical image fusion using the Hybrid 

method with the DWT and DCT algorithm is described in detail. From the performance graph, you 

can see how the accuracy of the datasets compares. The results of the experiments show that the 

current method is less accurate and that the suggested hybrid algorithm is more accurate. The 

suggested hybrid algorithm is used to find the best traits and combine pixels that are similar in a way 

that works well. So, it improves the accuracy more for given brain pictures than for the current 

algorithm image collection. On the x-axis is the amount of pictures taken, and on the y-axis is the 

association value. 

Conclusion 

Quantum physics, signal processing, image processing and filters, transformation, representation, and 

encoding, data processing, and analysis are only few of the many domains where the Fourier 

transform has proven useful. This work demonstrated the usefulness of the Fourier transform in the 

context of medical engineering, suggesting new avenues for investigation. 

References 

1. Z. Lu, G. Yang, J. Yang and Y. Wang, "An Adaptive Arbitrary Multiresolution 

Decomposition for Multiscale Geometric Analysis," in IEEE Transactions on Multimedia, 

vol. 23, pp. 2883-2893, 2021, doi: 10.1109/TMM.2020.3017921. 

2. Y. Zheng et al., "Fourier Transform to Group Feature on Generated Coarser Contours for Fast 

2D Shape Matching," in IEEE Access, vol. 8, pp. 90141-90152, 2020, doi: 

10.1109/ACCESS.2020.2994234. 

3. W. Ye and H. Chen, "Human Activity Classification Based on Micro-Doppler Signatures by 

Multiscale and Multitask Fourier Convolutional Neural Network," in IEEE Sensors Journal, 

vol. 20, no. 10, pp. 5473-5479, 15 May15, 2020, doi: 10.1109/JSEN.2020.2971626. 

4. J. Ma, J. Zhu, G. Liang and X. Wu, "A Novel Multi-scale Fourier Descriptor Based on Plane 

Orthogonal Vectors for Fast Shape Retrieval," 2019 IEEE International Conference on 

Robotics and Biomimetics (ROBIO), Dali, China, 2019, pp. 2932-2937, doi: 

10.1109/ROBIO49542.2019.8961672. 

5. R. K. Tripathy, A. Bhattacharyya and R. B. Pachori, "Localization of Myocardial Infarction 

From Multi-Lead ECG Signals Using Multiscale Analysis and Convolutional Neural 

Network," in IEEE Sensors Journal, vol. 19, no. 23, pp. 11437-11448, 1 Dec.1, 2019, doi: 

10.1109/JSEN.2019.2935552. 

6. V. T. Olafsson, D. C. Noll and J. A. Fessler, "Fast Spatial Resolution Analysis of Quadratic 

Penalized Least-Squares Image Reconstruction With Separate Real and Imaginary Roughness 



 
 DOI : https://doi.org/10.56452/7-2-553 

Copyrights @Kalahari Journals    Vol.7 No.2 (February, 2022) 

International Journal of Mechanical Engineering 

4632 

Penalty: Application to fMRI," in IEEE Transactions on Medical Imaging, vol. 37, no. 2, pp. 

604-614, Feb. 2018, doi: 10.1109/TMI.2017.2768825. 

7. Z. Qadir, M. Ali and T. Nesimoglu, "Design and Development of a Low Cost Device for 

Bone Fracture Detection Using FFT Technique on MATLAB," 2018 18th Mediterranean 

Microwave Symposium (MMS), Istanbul, Turkey, 2018, pp. 321-324, doi: 

10.1109/MMS.2018.8611970. 

8. E. Batbayar, J. Y. Lee, W. Ham, E. Tumenjargal, C. Song and S. Roh, "Implementation of 

Medical Image Reconstruction Algorithm for Photoacoustic Imaging Using k-wave 

Toolkit," 2017 IEEE 17th International Conference on Bioinformatics and Bioengineering 

(BIBE), Washington, DC, USA, 2017, pp. 508-513, doi: 10.1109/BIBE.2017.000-3. 

9. Y. Yang et al., "Pseudo-Polar Fourier Transform-Based Compressed Sensing MRI," in IEEE 

Transactions on Biomedical Engineering, vol. 64, no. 4, pp. 816-825, April 2017, doi: 

10.1109/TBME.2016.2578930. 

10. B. N. Mohapatra and R. K. Mohapatra, "FFT and sparse FFT techniques and 

applications," 2017 Fourteenth International Conference on Wireless and Optical 

Communications Networks (WOCN), Mumbai, India, 2017, pp. 1-5, doi: 

10.1109/WOCN.2017.8065859. 

11. R. Hong et al., "3-D MRI-Based Electrical Properties Tomography Using the Volume 

Integral Equation Method," in IEEE Transactions on Microwave Theory and Techniques, vol. 

65, no. 12, pp. 4802-4811, Dec. 2017, doi: 10.1109/TMTT.2017.2725830. 

12. S. B. Shaw, "Real-time filtering of gradient artifacts from simultaneous EEG-fMRI 

data," 2017 International Workshop on Pattern Recognition in Neuroimaging (PRNI), 

Toronto, ON, Canada, 2017, pp. 1-4, doi: 10.1109/PRNI.2017.7981510. 

13. A. A. Mkayes, N. M. Saad, I. Faye and N. Walter, "Image histogram and FFT based critical 

study on noise in fluorescence microscope images," 2016 6th International Conference on 

Intelligent and Advanced Systems (ICIAS), Kuala Lumpur, Malaysia, 2016, pp. 1-4, doi: 

10.1109/ICIAS.2016.7824039. 

14. N. Tangjui and P. Taeprasartsit, "Using FFT range-power spectrum to improve accuracy for 

contact-free pulse measurement," 2016 13th International Joint Conference on Computer 

Science and Software Engineering (JCSSE), Khon Kaen, Thailand, 2016, pp. 1-6, doi: 

10.1109/JCSSE.2016.7748888. 


