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Abstract  

For feasible wind power generation the speed of the rotor should be maintained balanced with respect to the production of 

generator power. This research introduces a sliding mode controller to manage wind speed and preserve system stability. It is 

useful to reduce the nonlinearities using an Artificial Neural Network based Radial Basis Function Neural Network (RBFN). 

The tip speed ratio technique is utilized in this paper to harvest the most power from wind energy. To optimize this Tip Speed 

Ratio (TSR) approach, a Proportional-Integral PI-RBFN tuned sliding mode controller was employed to obtain maximum 

power while minimizing active power losses. Nonlinearities in the pitch angle due to variable wind speed can be solved using 

this proposed technique. Hence in this paper the robustness of the modified Type-III wind turbine system is studied using 

MATLAB Simulink. The Simulink results are compared with the existing technique of Double Fed Induction Generator 

(DFIG) based modified Type-III wind turbines. 
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1.Introduction 

Wind energy, being a renewable source of energy, is now in high demand across all power sectors due to its clean and abundant 

nature. It could be critical in balancing power demand and increasing energy efficiency for business and residential utilities [1]. 

The best part about this type of energy is that it does not pollute the environment by generating toxic gases. As a result, it is 
employed to meet our energy needs as a useful source of energy. To attain high output, a balanced and dependable power system 

with complete control is essential [2]. Renewable energy sources are becoming increasingly crucial in the huge Generation, 

Transmission and Distribution system's balancing [3]. We now produce 15 to 20 million Megawatt of power from renewable 

sources, with wind being the most cost-effective [4]. This can be utilized in both independent and grid-integrated modes to 

balance out power needs. For complete control over power generation, transmission and distribution, a technical wind turbine 

system requires both mechanical and electrical components. We started with double fed induction generators, which have no 

control mechanism and generate losses owing to abrupt variations in wind speed because they are designed for fixed speed 

operation [1] [16]. Later on we developed the type-III wind turbine system which uses DFIGs with full control over speed and 

power generation. These are designed with Rotor side and grid side converter based with Maximum power point tracking abilities. 

Then type-IV PMSG based but the cost is so high, these mechanisms are less used in the world. In our country India type –III 

DFIGs are maximum used and play efficient power generations in both standalone and grid connected mode. But the controller to 
the rotor side and grid side should be more precise and faster responsive techniques should be implemented. Many researchers are 

using adaptive techniques like genetic algorithms, Artificial intelligence and meta-heuristic controllers for fault analysis during 

transients [1][2]. Fuzzy logic controllers are another example of a control approach that can be used to provide a quicker response 

to transients. Because the wind energy system requires a steady wind speed for reliable power generation, the wind speed should 

be balanced between low and high speeds. Wind flow might be unpredictable, causing harm to the system, so the controllers for  

the rotor and grid should be thoroughly evaluated and implemented [2] [3]. 

 

2.Literature Survey 

The Lyapunov-based sliding mode control (SMC) approach has a number of advantages over previous approaches. For many 

practical systems, it has been recognized as one of the most effective design methodologies [1][4]. It may be used to tackle issues 

that are both linear and nonlinear. It may be used for both continuous-time and discrete-time systems, and it has long been 

regarded as a reliable control system approach due to its simple design procedure and robustness to system uncertainties and 

external disturbances. SMC's purpose is to transfer a system route's state to an appropriate area in a finite period of time and keep 

it there. After that, the problem region is labeled as a sliding surface or switching, implying that the system state variables are 

related. [3][5] It is completely defined by a differential equation that defines the dynamics of the system. Dynamic sliding mode 

describes the system's behavior as it moves across the sliding surface. Chattering, a type of high-frequency oscillation that can 

cause system instability and damage, is one of the most common and major undesirable phenomena that SMCs experience. SMC 

was used in this work to control and regulate nonlinearities in order to get the most power out of it [6][13][15]. The adaptive 
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techniques can be used with the sliding mode controller technique to improve power smoothing under variable wind speeds. The 

pitch angle control can be improved using genetic algorithm optimization techniques. Considering wind turbulence and 

disturbances this paper can be helpful to enhance the tuning process using radial basis function neural networks. The modified 

rotor based type-III wind turbine used in this paper where the proposed techniques are implemented. Different operating modes 

were used previously to improve the wind power generation by controlling the wind speeds. The Radial Basis Function Network 

approach, which is employed in type-III wind turbine systems, can be used to minimize nonlinearities. The particle swarm 
optimization technique was utilized to optimize the wind power generation's steady state and transient characteristics. The RBFN 

technique is combined with the sliding mode control technique in this research. This study aids in the reduction of pitch angle 

rotational error and the enhancement of transient stability. Bode Plots and Nyquist Plots are used to validate the system's stability 

under transients and wind speed disturbances. In the findings section, where the comparisons are shown, the power generation 

from this simulation study is shown. This study also emphasizes power smoothing by avoiding active power loss and reactive 

power compensation [10-14]. 

 

3. Methods 

3.1 Wind Energy Conversion Systems 

Sunlight is the reason for atmospheric heating which causes the wind to flow. In hot and cold regions due to pressure gradients the 

wind flows from higher pressure regions to lower. This process is regular and unbalanced in between low and high speed. The 

kinetic energy of the wind pressure causes the wind to flow at seashore more than that of offshore. So maximum wind energy 

generating stations are located nearer to the seashore areas [5-7][39]. The Figure below depicts the detailed block diagram of a 

grid connected wind energy system.  Here the model can be categorized into four componential areas; first is aerodynamic control 

which has wind flow, wind turbine blades and a hub which is interconnected with turbine blades. Second part is a mechanical 

assembled system having a gearbox and mechanical coupler with the shaft. Third one is electrical converter models having rotor 

side and grid side converter power electronics components [8][36]. The last one is the grid interface which is associated with the 

wind energy system under grid integrations. For standalone mode and island mode of operation the wind system is not connected 
to the grid. The wind flow causes the blade to rotate under low speed and high speed which develop mechanical motion inside the 

turbine and gearbox helps to fasten the speed of the rotor for a single rotation of blades [9][35]. The control schemes are also 

associated in each block for efficient output from the wind energy. The pitch angle controller controls the movement of the blades 

and activates itself under low speed and over speed of wind. The wind turbulence and wind flow makes the blades rotate and the 

mechanical system inside the hub helps to rotate the wind turbine [10][37]. This mechanical effect generates emf inside the 

synchronous generator that is used inside the system. The converter controls are categorized into two parts. First one is the rotor 

side controller and the second one is the grid side controller [11][38]. DFIGs can be very much useful for variable speed of 

operations. Simple PWM or Back to back converter models can be used to reduce the transients and can reduce the harmonics by 

a capacitor bank connected parallel. The grid interface connected directly to the grid side converter with transmission line 

parameters [12-14]. See Figure no. 1 shown below. 

 

 
 

Figure 1: Designed Grid integrated Model of Wind Energy Conversion System 
 

The maximum power of a wind turbine system using these type-III DFIGs can be increased by up to 30% compared to 

uncontrolled type-III DFIGs or partial controllers. Fixed speed and variable speed control techniques for wind energy generation 

are no longer effective. The fully controlled wind turbine systems are now widely deployed around the world. Permanent magnet 

based synchronous generators, also known as type-IV, are used to generate wind energy, however they are less useful than type-III 

due to their high cost [16]. These DFIGs are effective at controlling torque and speed. In DFIG-based systems, maintenance is 

required, whereas in Type-IV systems, maintenance is not required. The active and reactive power control can be done using this 

proposed model and studied in this research work [15][17][27]. 

 

3.2 DFIG-Modified Type III Wind Turbine Systems 

DFIGs are used in Type-III wind turbines to generate power at synchronous rotational speeds. The power smoothing of (P) active 

power and (Q) reactive power management utilizing the suggested technique discussed in the next section is displayed in Figure 2. 
This model includes a P control and Q control assembler that is directly connected to the control model in order to prevent errors 

that may occur during transient operations. The model's architecture is built on the dq reference frame, which works as a rotational 

frame for effective control action during transient [18][28][49-50]. 
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Figure 2: Type III Design of Wind Turbine 

 

Vds = 𝑅𝑠𝑖𝑑𝑠 + 𝑑Ψds/𝑑𝑡- 𝜔dqsΨds                           (1) 

Vqs = 𝑅𝑠𝑖𝑞𝑠 + 𝑑Ψqs/𝑑𝑡 +𝜔dqsΨqs                            (2) 

Vdr = 𝑅𝑟𝑖𝑑𝑟 + 𝑑Ψdr/𝑑𝑡 -𝜔dqrΨqr                              (3) 

Vqr = 𝑅𝑟𝑖𝑞𝑟 + 𝑑Ψqr/𝑑𝑡 +𝜔dqrΨdr                             (4) 

Ψds = 𝐿𝑠𝑠𝑖𝑑𝑠 + 𝐿𝑚𝑖𝑑𝑟                                                 (5) 

Ψqs = 𝐿𝑠𝑠𝑖𝑞𝑠 + 𝐿𝑚𝑖𝑞𝑟                                                 (6) 

Ψdr = 𝐿𝑚𝑖𝑑𝑠 + 𝐿𝑟𝑟𝑖𝑑𝑟                                                (7) 

Ψqr = 𝐿𝑚𝑖𝑞𝑠 + 𝐿𝑟𝑟𝑖𝑞𝑟                                                 (8) 

(Torque) Tm = 1.5𝑝𝐿𝑚(𝑖𝑞𝑠𝑖𝑑𝑟 − 𝑖𝑑𝑠𝑖𝑞𝑟) = 1.5p(Ψds𝑖𝑞𝑠 − Ψqs𝑖𝑑𝑠)          (9) 

 

The above equations 1 to 10 are the mathematical representations for MATLAB Simulink design. The rotational speed of the wind 

turbine and the electromagnetic torque produced from the above model represented using the above mathematical equations. The 

mathematical modeling comprises flux, torque, direct and quadrature axes resistive loads and inductive loads, angular velocity, 

mutual inductances, self-inductances symbolizing the MATLAB frame design. [13][19][28] 

The moment of inertia based electromagnetic torque equation presented as follows: 

Tm − Te =
𝐽

𝑃

𝑑𝑤𝑟

𝑑𝑡
                         (10) 

Mechanical torque, electrical torque, input to the DFIGs presented in above equation. The moment of inertia motion reference 
with the power fluctuations characterized the membership function for the fuzzy rules. This makes the active and reactive [power 

control indirectly for power smoothing. This proposed model is active and faster responsive for both steady saturated mode and 

transient mode. The transient due to sudden speed change can be effectively noted from this model. In further section the use of 

various modes of techniques for the adaptive controller described and discussed. [14][20-21][27] 

 

3.3 Tip Speed Ratio (TSR) MPPT Control 

The goal of this strategy is to keep the TSR at a specified optimal value in order to achieve full power. The ideal TSR (Tip Speed 

Ratio) for a specific turbine remains constant regardless of wind direction. So, if the TSR for that one turbine remains constant, it 

will extract the maximum amount of energy. We must determine the value of the ideal TSR opt right away, either empirically or 

theoretically. By comparing the real value and the comparison value chosen, the error is given to the controller, which allows the 

machine to function at its best by changing the generator speed and decreasing the error. The input TSR is generated from the 
turbine's strength and speed attributes, and the controller monitors the generator's speed to ensure that the TSR is set to the ideal 

value at which full power may be produced. Figure 3 is a schematic of the TSR operating block diagram [22-29]. 

 

 
 

Fig. 3. Wind Energy TSR 

 

The main disadvantage of this method is that it requires knowledge of wind direction and turbine speed (ω) before setting the TSR 

reference value. It also increases the cost of continuously fluctuating wind speeds and the system's complexity. The additional 

sensors would raise the cost of the equipment used to determine wind speed, and the anemometer introduces frictional flaws that 

lead to inaccurate findings. [13-17][27][30-33] 
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3.4 Genetic Algorithm Optimization 

The GA ratings may be accessed in MATLAB with the use of a complete DFIG model, which was used to validate the proposed 

GA technique. The wind speed in this model is kept constant at 10 m/s, and a distant failure on the 120kV system happens within 

the time (0.1 – 0.13 s), as shown in the Simulink diagrams. When comparing the results acquired using the standard PI controller 

in MATLAB to the results obtained using the GA approach to design the controller gains, the results obtained using the GA 
technique to create the controller gains show a significant increase in system dynamic performance. Under similar operating 

circumstances, GA is utilized to identify the optimum controller gains for the rotor and stator side converters. Figure 4 is shown 

below [2-5]. The modeling of wind turbine output power smoothing indices is demonstrated in Equations 11 and 12. The greater 

the output energy efficiency Peff, the more efficient the Wind Turbine is, whereas the lower the Psm, the less variation in the 

output of the Wind Turbine. 

 

𝑃𝑒𝑓𝑓 = ∫ |𝑃𝑤𝑡|𝑑𝑡
𝑡

0
                      (11) 

𝑃𝑠𝑚 = ∫ |∆𝑃𝑤𝑡|𝑑𝑡
𝑡

0
                     (12) 

 

Here 𝑃𝑤𝑡 is Output power error which signifies the active power loss in the mathematical modeling and 𝑡 is the simulation time. 

Random initial population of 100 

individuals

Simulate the 

system for all 

individuals

Evaluate performance, rank 

individuals according to user 

specified performance parameter

Create a new individual from 

two individuals with good 

performance

(Crossover)

Combine all 

these into a new 

population

Create more 

random individuals 

(Mutation)

Pick some of the 

best individuals

(elite preservation)

 
 

Fig. 4. Flow Chart for Genetic Algorithm Optimization Technique 

 

The goal of the control approach is to have the measured levels of power absorbed into the grid to be equal to or close to the 

reference values. The reference active power is calculated using the wind speed and wind turbine parameters listed in the 

appendix, whereas the reactive power is calculated using the required reactive power converter correction. The reference reactive 

power is set to zero in this experiment. To keep the turbine speed at 1.09 pu, the control system employs a torque controller. There 

are four PI controllers in each of the GSC and RSC control loops, each of which has proportional and integral gain. The 
converter's behavior is determined by the control system. The grid side and rotor side converters' performance can be enhanced by 

adjusting these controllers to obtain optimal grid power without compromising the dynamic system's performance. The following 

objective function for RSC will be created in order to attain this aim:  

 

F1 = ʃ |idr(ref) – idr| + |iqr(ref) – iqr| + | {vdr
2 + vqr

2}1/2|            (13) 

F1 = ʃ |idg(ref) – igr| + |igr(ref) – igr| + | {vdg
2 + vqg

2}1/2|           (14) 

 

Where iqg, idg, iqr, idr, vdg, vqg, vdr and vqr are the quadrature and direct components of both RSC and GSC currents and voltages.  

 

Case 1: GA was solely used for RSC to improve the first goal function, which was linked to the rotor side converter.   

Case 2: Using objective functions F1 and F2, GA is applied to both RSC and GSC. 

 
The end result In both cases, tables show the boundaries for controller gains and their optimal values as a result of using the GA 

solver. The findings are depicted in GA Simulink figures. The model's performance was compared to a full MATLAB Simulink 

model to demonstrate the investigation's validity [3][4]. In general, the figures show that employing the GA technique improves 

the dynamic responsiveness for each of the rotor and grid reference and measured currents, which are expressed by the first and 
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second terms in the objective functions that minimize the error between reference and measured currents. This correlates to 

improved dynamic performance for various DFIG variables, particularly the grid power curve, which moves closer to its reference 

value, achieving the main goal of the proposed GA method. The rotor voltage oscillations are considerably decreased, which 

contributes to improved DFIG safety and is critical to grid voltage stability. Because of the third term in the goal function that 

optimized the rotor voltage response, even in case 2 when the objective function is applied only for RSC, the dc link voltage 

oscillations clearly reduce and become closer to their reference value. In general, dc-link voltage fluctuations in both situations 
have no effect on the system's continuous operation, therefore increasing the DFIG dynamic performance [1][2][30-34]. 

 

3.5 Radial Basis Function Neural Network (RBFNN) 

The RBFN network was chosen because of its ability to approximate a nonlinear input system to a linear output. Other NNs' 

training procedures are slower and less successful than the RBFNN's. It is useful for dynamic system modeling and control since it 

can approximate any continuous function with a certain level of precision. An input layer, a hidden layer, and an output layer 

make up the RBF NN. The RBF NN design is depicted in Figure 5. The RBF is found in the neurons of the buried layer, and its 

outputs are inversely proportional to the distance from the neutron's center. To produce their outputs, the output units use a 

weighted sum of the hidden unit's outputs. 

 

 
 

Fig. 5. RBF Network Structure 
 

The multivariable NARX (nonlinear autoregressive exogenous model) model illustrated below following form may be used to 

represent the nonlinear system. 

 

𝑦(𝑘) = 𝑓[𝑦(𝑘 − 1), … , 𝑦(𝑘 − 𝑛𝑦), 𝑢(𝑘 − 1 − 𝑑), … , 𝑢(𝑘 − 𝑛𝑢 − 𝑑)] + 𝑒(𝑘)  

 

Here (∗) is the nonlinear function in vector form, 𝑒∈ ℜ𝑝,𝑢∈ ℜ𝑚, 𝑦are the noise vectors, process input and output respectively. 

Input member is denoted as m and output member denoted as p,𝑛𝑢denotes input lag and 𝑛𝑦 denoted output lag, d is a the dead-

time vector which represents delay in time for control variables of the nonlinearities. 
 

Assume the RBF network model accurately represents the system; the model may then be expressed as follows: 

 

�̂�(𝑘) = 𝑓[�̂�(𝑘 − 1), … , �̂�(𝑘 − 𝑛𝑦), 𝑢(𝑘 − 1 − 𝑑), … , 𝑢(𝑘 − 𝑛𝑢 − 𝑑)] + 𝑒(𝑘)  

 

The input layer, hidden layer, and output layer are the three layers that make up the RBF NN. Each hidden node has a centre cj, 

which is a cluster center defined by on the input vector x. 

 

‖𝑥(𝑡) − 𝑐𝑗 (𝑡)‖ with x given as: 𝑥(𝑘) = [𝑦(𝑘 − 1), … , 𝑦(𝑘 − 𝑛𝑦), 𝑢(𝑘 − 1 − 𝑑), … , 𝑢(𝑘 − 𝑛𝑢 − 𝑑)]  

 
The hidden layer node's output is thus a nonlinear function of the Euclidean distance. The Gaussian function is used as the 

nonlinear function in this study. 

 

𝜑𝑖 = 𝑒 − ‖𝑥−𝑐𝑖 ‖ 2 𝜎2,𝑖 = 1, … , 𝑛ℎ; here positive width scalar value is 𝜎∈ ℜ𝑛ℎ, This is a distance scaling parameter that 

determines how far the unit will have a significant output in the input space. The input vector of the centre represented by𝑐 ,𝑥∈ 

ℜ𝑛ℎ. 

 

The flowchart of RBFN optimization technique is shown below in figure no. 6. 
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Fig. 6. Flow Chart for RBFN Technique 

 

The network output is thus the total of all hidden nodes' weighted outputs plus bias. There are various sorts of functions that may 

be employed in addition to the Gaussian basis function, such as thin plate spine. The Gaussian basis function, on the other hand, 
was chosen because it is selective and responds to inputs that fall inside the region. Gaussian functions may be used to describe a 

wide range of mathematical, scientific, and engineering processes. It may be used to accurately estimate a large number of 

nonlinear continuous functions specified on a small set. [1] [6] 

In this study, network centers are clustered using the K-means approach, with the goal of reducing the total squared distance 

between each input data point and the centre of the data group to which it belongs. The widths of the Gaussian functions are 

chosen using the p-nearest center technique, which ensures that any input data is suitably sampled by a few near centers. Because 

it is a numerically robust approach, the recursive least squares (RLS) technique is employed to train the weights between the 

hidden layer and the output. 

 

The centers are determined using the K-means clustering technique, which aims to reduce the sum squared distances between each 

input data point and its nearest center, ensuring that the data is properly covered by the activation functions Φ𝑗 (𝑡). The following 
is how the K-means clustering algorithm works: 

 

1. Take the cluster centers 𝑞 as initial cluster centers 𝑐1 (1), 𝑐2 (1), … ,𝑐𝑞 

 

2. Distribute the sample at the t time step (𝑥) into 𝑆𝑗 (𝑡) among the 𝑞 cluster domains. 𝑆𝑗 (𝑡) signifies the set of samples that make 

up the cluster𝑐𝑗 (𝑡) 𝑥∈𝑆𝑗 (𝑡) 𝑖𝑓 ‖𝑥(𝑡) − 𝑐𝑗 (𝑡)‖ < ‖𝑥(𝑡) − 𝑐𝑖 (𝑡)‖ where, 𝑗 = 1, 2, … , 𝑞 and 𝑖 = 1, 2, … ,𝑗 − 1,𝑗 + 1, 𝑞.  

 

3. The cluster centers should be updated. 𝑐𝑗 (𝑡 + 1) = 1 𝑁𝑗 ∑ 𝑆𝑗 (𝑡) 
 

here, 𝑁𝑗is the total number of components in 𝑆𝑗 (𝑡).  

 

4. Steps 2 and 3 should be repeated until 𝑐𝑗 (𝑡 + 1) = 𝑐𝑗 (𝑡). 

 

Each unit's RBF NN width σ is calculated using the p-nearest neighbor technique. The rule is that each node's excitation should 

overlap with some other nodes, generally the nearest, in order to provide a smooth surface interpolation between nodes. To do 
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this, each hidden node must significantly activate at least one other hidden node. As a result, the breadth is chosen to be bigger 

than the distance from the nearest unit center. 

 

σ𝑖 = [ 1 𝑝 ∑ ‖𝑐𝑖 − 𝑐𝑗‖ 𝑝 2 𝑗=1 ] 1⁄2 

 

Here 𝑖 = 1, 2, …, 𝑞 , and 𝑐𝑗 is the p-nearest neighbors of 𝑐𝑖 . A nonlinear function approximation, p is determined by the problem 

and must be validated. 

This Recursive Least Squares (RLS) algorithm is a recursive version of the Least Squares (LS) method. It recalculates the 

parameter matrix W for each new sample. The RLS method works by adding some correction information to the prior parameter 

estimate W(t-1) at time instant t-1 to produce the new parameter estimate W(t) at discrete time steps t. It's utilized to calculate the 

RBF network weights W, which are as follows: 

 

𝑌𝑝 (𝑡) = 𝑌𝑐 (𝑡) − (𝑡 − 1)ℎ(𝑡) 

 
𝑔𝑧 (𝑡) = 𝑃𝑧(𝑡−1)ℎ(𝑡) 𝜇 + ℎ 𝑇(𝑡)𝑃𝑍 (𝑡 − 1)ℎ(𝑡) 𝑃𝑧 (𝑡) = 𝜇 −1 [𝑃𝑧 (𝑡 − 1) − 𝑔𝑧 (𝑡)ℎ 𝑇 (𝑡)𝑃𝑍 (𝑡 − 1)] 𝑊(𝑡) = 𝑊(𝑡 − 1) + 𝑔𝑧 (𝑡)𝑌𝑝 (𝑡)  
 

The RBF network weights represented as W and activation function outputs are represented by h. The output process represented 

as Yc in vector form and prediction error value presented here as Yp. This is the difference between the predicted and measured 

output value. The intermediate terms are presented as Pz and gz. The forgetting factor is a number that ranges from 0 to 1 and is 

set to 1 during off-line training. With the change in the activation function output h, the parameters gz, w, and PZ are changed in 

order for each sample. 

 

 

3.6 RBFN Wind Turbine Model 

All raw data samples were standardized into the range of [0, 1] after data collection and before the training and testing method to 
improve the NN's accuracy and reduce error. The following equations were used to create the linear scale: 

 

𝑢𝑠𝑐𝑎𝑙𝑒(𝑘) = 𝑢(𝑘) − 𝑢𝑚𝑖𝑛𝑢𝑚𝑎𝑥 − 𝑢𝑚𝑖𝑛𝑦𝑠𝑐𝑎𝑙𝑒(𝑘) = 𝑦(𝑘) − 𝑦𝑚𝑖𝑛𝑦𝑚𝑎𝑥 − 𝑦𝑚𝑖𝑛 

 

In the above equation 𝑢𝑚𝑖𝑛represent minimum input data sets, 𝑢𝑚𝑎𝑥represents maximum input data sets and 𝑦𝑚𝑎𝑥represents the 

output data set is maximum value, 𝑢𝑠𝑐𝑎𝑙𝑒represents scaled input value and 𝑦𝑠𝑐𝑎𝑙𝑒represents the output scaled value of the wind 

model. 

 

This mean absolute error (MAE) is employed instead of the mean square error (MSE) because of MAE may precisely measure the 

error's amplitude, meanwhile the MSE only indicates the squared error only rather not just the error itself. The MAS is written as 
follows: 

 

𝑒𝑀𝐴𝐸 = 1 𝑁 ∑ |(𝑡) − 𝑦(𝑡)| 𝑁𝑡=1 = 1 𝑁 ∑ |𝑒(𝑡)| 𝑁𝑡=1  

 

The MAE is a calculation that takes the absolute error and averages of it represent as (𝑡) = 𝑓(𝑡) − 𝑦(𝑡). Here, f(t) indicates the NN 

model's prediction value, while y(t) reflects the output of the wind turbine system. 

 

Hence the next design step is to the next step is to calculate the RBF model’s input variable with respect to design parameters. A 

wind turbine system designed according to Type-III WTs consists of three input variables. First one is speed of the wind 

represented as (𝑣𝑤), second one is blade pitch angle (𝛽𝑟𝑒𝑓) (reference) and the third variable is electromagnetic torque (𝑇𝑔) 

developed during operation. The output variables taken here as blade pitch angle (𝛽) which control the wind speed and active 

when wind speed varies. The second output variable is rotor speed (𝛺𝑟) which calculated under steady state and transient state. 

The third output parameter is generator speed (𝛺𝑔) which coupled with the rotor as sliding surface. The trial and error method 

employed to design the RBF model for a wind turbine system using DFIG. Errors during modeling taken care using control 

parameters. In the model training, many time delays and ordering parameters of these variables were explored and the one with 

the smallest training error was taken into consideration. The formula for the WT design is as follows: 

 

�̂�(𝑘) = 𝑓[�̂�(𝑘 − 1), �̂�(𝑘 − 2), �̂�(𝑘 − 3), 𝑢(𝑘 − 1), 𝑢(𝑘 − 2), 𝑢(𝑘 − 3)] + 𝑒(𝑘)  

 
 

Fig. 7. RBFN Optimized SMC in wind turbine 
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In the above figure no. 7, the RBFN model is implemented which operated by input parameters as stated above and the power 

error also taken into consideration which produced by the rotor.  For smooth design 20 parameters are taken here as input variable 

and three major output parameters are taken as nodes of algorithm. The Gaussian functions for the 12 hidden nodes of the model 

use the same width as follows. 12 hidden nodes are taken with respect to the input variables. K mean clustering technique 

employed to determine the centers of the ANN and p-nearest neighbor’s algorithm used to calculate width 𝜎of the model. This 

method was trained using the RLS algorithm that was created, using the following starting values:𝜇 = 0.998, (0) = 1.02 × 10−6 × 

𝑈(𝑛ℎ×3) ,𝑃(0) = 1.0 × 110 × 𝐼(𝑛ℎ) , The number of hidden layers is given by 𝑛ℎ. Where U is the matrices with all elements having 

the unity value,𝜇represents forgetting factor and𝐼represents the identity matrix of the model equation. [51-55] 

 

3.7 Sliding Mode Controller Optimization 

Internal inaccuracies, nonlinearity in parametric fluctuations, and anomalies that were not accounted for in the modeling are all 

well-known features of this modern technique. The SMC approach can be utilized to improve the rotor's stability when the wind 

speed changes. [40-44] On the sliding surface of limitations of control gains and laws, non linearity owing to changeable wind 

speed in the rotor side of the DFIG can be removed. [57] This procedure enhances the robustness of the sliding surface of the rotor 

block. Figure 8 shown below illustrates the basic phasor representation of sliding surface for the desired speed and the errors due 
to the speed variations. The rotor torque can be improved by minimizing the error and rotor power can be increased by this 

phenomena. There are three constraints designs are presented to implement the proposed control technique to the wind turbine 

system. [10][45-48][56] 

 

 
 

Fig. 8. Sliding Mode Control Phasor [8] 

 

For increasing robustness sliding mode control technique can be designed in three stages. They are: 

 

a. Selection of sliding surfaces 

 

The surface of sliding is taken as scalar function to control the slip of the rotor. It is represented as follows: 

s(x)=( 
d

dt
+λ)r−1e(x)   (11) 

where, λ is a positive wind constant, r is the relative degree of the system, and the error between the variable and its reference is 

denoted by e(x).For the command of the power taking r=1; we get: 

s(x) = e(x)   (12) 

The active power is proportional to the rotor axis current q, whereas the reactive power is directly proportional to the rotor axis 

current d. 

s(P)=e(P)=Irq_ref −Irq   (13) 

 

s(Q)=e(Q)=Ird _ref −Ird   (14) 

 

Hence we get:  

�̇�(𝑝) =−
Ls

VsLm
𝑝𝑠_𝑟𝑒𝑓

1

𝐿𝑟𝜎
 (Vrq − RrIrq − ωr Lr σ 𝐿𝑟𝑑 − ωr𝐿𝑠𝐿𝑠̅̅ ̅̅ ̅̅

𝐿𝑚 )     (15) 

�̇�(𝑄) =−
Vs

ωsLm
𝑝𝑠_𝑟𝑒𝑓

1

𝐿𝑟𝜎
(Vrd − RrIrd −

Lm

L

𝑑𝛹𝑠

𝑑𝑡
 + 𝜔𝑟𝐿𝑛𝜎𝐼𝑟𝑞)   (16) 

b.Convergence Requirements (Conditions) 

 

Both sliding surfaces must be taken zero in order to compel the chosen variables to converge with their reference values. 

�̇�(𝑃) = 0�̇�(𝑝) = 
𝑑

𝑑𝑡
 (Irq_ref −Irq) = 0   (17) 

⇒ 
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�̇�(𝑄) = 0�̇�(𝑄) =
𝑑

𝑑𝑡
 (Ird_ref −Ird) = 0   (18) 

 

c. Design of a control laws 

 

Considering the following commands for the design:  

 

�̇�(𝑃) = − 𝑠𝑔𝑛( 𝑠(𝑃))     (19) 

�̇�(𝑄) = − 𝑠𝑔𝑛( 𝑠(𝑄))    (20) 

 

Combining the Equation (19) with Equation (20) and designing the whole control laws, the combined sliding control system 

presented as follows: 

 
Ls

VsLm
𝑝𝑠_𝑟𝑒𝑓

1

𝐿𝑟𝜎
(Vrq − RrIrq − ωr Lr σ 𝐿𝑟𝑑 − ωr𝐿𝑠𝐿𝑠̅̅ ̅̅ ̅̅

𝐿𝑚  = sgn�̇�(𝑃)  (21) 

 
1

𝐿𝑟𝜎
(Vrd − RrIrd −

Lm

L

𝑑𝛹𝑠

𝑑𝑡
 + 𝜔𝑟𝐿𝑛𝜎𝐼𝑟𝑞) = sgn�̇�(Q)(22) 

Using the above global sliding control equations rotor voltage can be written as follows:  

 

Vrq =  Rr Irq + ωr Lr σ 𝐿𝑟𝑑 − g
𝐿𝑠̅̅ ̅
𝐿𝑚𝑉𝑠 +  σLr𝐿𝑟𝑞_𝑟𝑒𝑓   (23) 

 

Vrqo
=  Rr Ird +  ωr Lr σ 𝐿𝑟𝑞    (24) 

The algorithm of control is defined by the relation: 

 

Vrq =  Vrq_Eq + Vrq_attr     (25) 

 

Vrd =  Vrd_Eq + Vrq_attr     (26) 

 

Vrq_attr =  −V1(sat(ṡ(P))  (27) 

 

Vrd_attr =  −V2(sat(ṡ(Q))   (28) 

 

Combining all control law equations we get: 

 

Vrq_attr =  Lr(sgn(e(P))  (29)  

 

Vrd_attr =  Lr(sgn(e(Q))  (30)  

 

Vrq_Eq
=  RrIrq + ωr Lr σ 𝐿𝑟𝑑 − g

𝐿𝑠̅̅ ̅
𝐿𝑚𝑉𝑠 +  σLr𝐿𝑟𝑞_𝑟𝑒𝑓  (31) 

 

Vrq_Eq
=  Rr Ird +  ωr Lr σ 𝐿𝑟𝑞    (32) 

 

The global sliding mode control equations helps in generalizing the rotor side and grid side converter parameters. [58-60] 

4. SIMULINK RESULTS 

Here voltage and electromagnetic torque is carried out by sliding mode controller to remove nonlinearities. See figure no. 8 and 9.  

 

Fig. 9.SMC in Voltage Control 
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The above figure no. 9 illustrates the voltage control strategy using the sliding mode controller on the errors due to PI-FLC gain 

values. The reference and the actual voltage in terms of compensation can be modified according the feedbacks. The nonlinearities 

in voltage due to wind speed can be controlled by gain values of the proposed controller technique.  

 

 
 

Fig. 10.SMC in Torque Control 

 

The figure no. 10 illustrates the torque control strategy using the sliding mode controller on the errors due to PI-FLC gain values. 

The reference and the actual torque values of sliding surface in terms of compensation can be modified according the feedbacks. 

The nonlinearities in torque can control the rotor power under rapid wind speed variations. This can be controlled by gain values 

of the proposed controller technique by controlling the stator voltage, rotor current and slip associated with the rotor surface. The 

comparative results are shown below which clarifies that the power smoothing can be done by reducing the nonlinearities. From 

above simulation the results are shown below. Figure no. 11 illustrates the Comparison on Generated Power, Figure 12 illustrates 
Comparison on Output Power (Smoothing in Reactive power Compensation) and Figure 13 illustrates the Maximum Energy 

Comparison with respect to Active Power Loss Function 

 

 
Fig. 11. Comparison on Generated Power 

 
Fig. 12. Comparison on Output Power (Smoothing in Reactive power Compensation) 
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Fig. 13. Maximum Energy Comparison with respect to Active Power Loss Function 

 

The comparative results of cut in speed, nominal speed and cut out speed are illustrated in figure no. 14 to figure no. 28 

respectively. 

 

a. Results for wind speed 4m/s (Cut in Speed) 

 
Fig. 14. Nonlinearity in Torque                                         

 
Fig. 15. Nonlinearity in d axis rotor current 

 

 
Fig. 16. Nonlinearity in q axis rotor current                            
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Fig. 17. Nonlinearity in d axis stator current 

 

 
Fig. 18. Nonlinearity in q axis stator current 

b. Results for wind speed 8m/s (Nominal Speed) 

 
Fig. 19. Nonlinearity in Torque 

 
Fig. 20. Nonlinearity in d axis rotor current 
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Fig. 21. Nonlinearity in q axis rotor current 

 

      
                

Fig. 22. Nonlinearity in d axis stator current 

 

 
 

Fig. 23. Nonlinearity in q axis stator current 

 

c. Results for wind speed 12m/s (Cut out Speed) 

 
Fig. 24. Nonlinearity in Torque  
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           Fig. 25. Nonlinearity in d axis rotor current 

 

 
Fig. 26. Nonlinearity in q axis rotor current 

 

 
Fig. 27. Nonlinearity in d axis stator current 

 

 

 
Fig. 28. Nonlinearity in q axis stator current 
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d. Torque and Power Comparison with Sliding Mode Controller 

 
Fig. 29.Active Power in Watt vs Time in Second 

 
Fig. 30. Reactive Power in Watt vs Time in Second 

 

Figure 29 depicts the active power variation with respect to time, while figure 30 depicts the reactive power variation with respect 

to time, based on the preceding results. Based on the foregoing findings, it can be inferred that nonlinearities can be reduced by 

employing a sliding mode controller in conjunction with the recommended methodologies. 

 

e. Stability Analysis using Bode Plot and Nyquist Plot 

 
 

Fig. 31. Bode Plot Stability Analysis using PI-Type-I FLC 

 

 
Fig. 32. Bode Plot Stability Analysis using PI-GA-SMC 
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Fig. 33. Bode Plot Stability Analysis using PI-RBFN-SMC 

 

 
Fig. 34. Nyquist Plot Stability Analysis using PI-Type-I FLC 

 

From the Bode plots and Nyquist plots in Figures 31 to 34, it can be seen that the PI-RBFN-SMC (Proportional-Integral-Radial 

Basis Function Network-Sliding Mode Controller) technique exhibits greater steady state and transient stability under changes in 

wind energy system characteristics than the GA-based SMC technique. 

 

5. Discussion 

The nonlinearities due to parameters like wind speed, mechanical torque of the rotor, converter harmonics and reactive power 

taken into consideration to study and validatethe model. The simulink results are presented in below in the form of tabulation. 

Figure 35 shown below illustrates the complete working model for the approach. Here the three control levels are introduced 

where the proposed techniques are implemented. 

 

 
 

Fig. 35 Complete working model for WECS 
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Table 1 Comparison of Wind Turbine Parameters using Various Controllers 

 

Controller Conventional 

PI 

Controller 

PI-Fuzzy 

Logic 

Controller 

PI-Mode-IV- 

Fuzzy Logic 

Controller 

PI-

M4T1FLC-

GA 

PI-

M4T1FLC-

GA-SMC 

PI-

M4T1FLC-

RBFN-SMC 

Wind Power 

Coefficient 

-0.447 -0.352 -0.375 -0.013 -0.015 -0.0151 

Wind Torque -0.290 -0.280 -0.271 +0.049 +0.056 +0.057 

Wind Power 

Error 

-0.286 -0.275 -0.270 +0.052 +0.058 +0.060 

Efficiency (Peff) -70.5 -79.5 -80.5 -81.6 +0.09 +0.095 

Psm +70.20 +79.25 +80.25 +80.26 +0.05 +0.052 

 

The comparison table 1 for various wind energy characteristics shows that the proposed technique is effective in reducing 

nonlinearities and increasing rotor torque and power. Under abrupt wind speed variations, the wind efficiency of a modified Type-

III wind turbine system rose by up to 95% employing the RBFN-sliding mode control technology. 

 

Table 2 Comparison of Wind Turbine Tuning Parameters using Various Controllers 

 

Controller Conventional 

PI Controller 

PI-Fuzzy 

Logic 

Controller 

PI-Mode-

IV- Fuzzy 

Logic 

Controller 

PI-

M4T1FLC-

GA 

PI-

M4T1FLC-

GA-SMC 

PI-

M4T1FLC-

RBFN-SMC 

Maximum 

Overshoot (%) 

10.542 7.125 5.121 4.845 3.712 2.885 

Peak Time (Sec) 0.016 0.025 0.038 0.052 0.075 0.164 

% of Error 0.335 0.442 0.560 0.630 0.775 2.905 

ISE 9.5420 8.3035 8.3235 8.0012 6.7505 6.711 

ITAE 75.5567 70.7890 69.1005 63.7652 63.8086 62.7660 

 

The generally used performance criteria in stability analysis includes Integral time absolute error(ITAE), Integral square error 

(ISE), Integral time square error(ITSE) and Integral absolute error (IAE). 

 

Table 3 Comparison Cut in Speed (4m/s): Power Losses for various Voltages under transients (Per Unit Calculation) 

 

Controller 

Software 

Type- I FLC 

PID 

Controller 

Type- I FLC 

Mode-IV 

Controller 

GA-Type- I FLC 

Mode-IV 

Controller 

PI-GA-SMC 

Controller 

PI-RBFN-SMC 

Controller 

Active Power 1.25 1.26 1.25 1.26 1.265 

Reactive Power 0.85 0.91 1.01 1.13 1.154 

Active Power Loss 0.40 0.35 0.24 0.13 0.111 

Settling Time 12.077 msec 11.35msec 10.75 msec 10.70 msec 10.69 msec 

 

Table 4 Comparison Nominal Speed (8m/s): Power Losses for various Voltages under transients (Per Unit Calculation) 

 

Controller 

Software 

Type- I FLC 

PID 

Controller 

Type- I FLC 

Mode-IV 

Controller 

GA-Type- I FLC 

Mode-IV 

Controller 

PI-GA-SMC 

Controller 

PI-RBFN-SMC 

Controller 

Active Power 1.25 1.26 1.25 1.27 1.275 

Reactive Power 0.89 1.05 1.10 1.14 1.156 

Active Power 

Loss 

0.36 0.21 0.15 0.13 0.119 

Settling Time 12.075 msec 11.86 msec 10.58 msec 10.55 msec 10.545msec 
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Table 5 Comparison cut out Speed (12m/s): Power Losses for various Voltages under transients (Per Unit Calculation) 

 

Controller 

Software 

Type- I FLC 

PID 

Controller 

Type- I FLC 

Mode-IV 

Controller 

GA-Type- I FLC 

Mode-IV 

Controller 

PI-GA-SMC 

Controller 

PI-RBFN-SMC 

Controller 

Active Power 1.25 1.26 1.25 1.29 1.31 

Reactive Power 0.89 1.05 1.10 1.148 1.163 

Active Power Loss 0.36 0.21 0.15 0.142 0.147 

Settling Time 12.075msec 11.86msec 10.58 msec 10.549msec 10.538msec 

 
 

Table 2 illustrate comparison of wind turbine tuning parameters using various controllers, Table 3 illustrate Comparison Cut in 

Speed (4m/s): Power Losses for various Voltages under transients (Per Unit Calculation), Table 4 illustrate Comparison Nominal 

Speed (8m/s): Power Losses for various Voltages under transients (Per Unit Calculation) and Table 5 illustrate Comparison Cut 

Out Speed (12m/s): Power Losses for various Voltages under transients (Per Unit Calculation). From the above Simulink results it 

is found that the proposed controller can be suitable for the power smoothing under transients. 

6. CONCLUSION 

Electricity production from wind energy system is the most economical and freely available source of generation for the modern 

power system, with no harmful emissions. As a result, by upgrading this renewable source with innovative technology, we may 

increase power production while retaining the stability of our contemporary power grid. This suggested control method, when 

combined with a sliding mode controller, significantly improves power efficiency. Obliquely, limiting active power losses due to 

wind speed fluctuations is incredibly efficient. Using RBFN artificial neural network optimization, it is possible to reduce power 

loss by 85-95 percent of its generation. Wind speed fluctuations create rotor torque nonlinearities, which can be successfully 

minimised and torque improved up to 40% of rated torque by reducing nonlinearities caused by wind speed fluctuations. With 

SMC-RBFN, rotor power can be increased by 50-60% of rated power. The steady state was reached 25-35 percent faster with 

SMC-RBFN than with SMC-GA, and the settling time under transient conditions was reduced by 20% compared to conventional 

controllers. As a result, this article will aid researchers in developing alternative evolutionary algorithms that use SMC and ANN 

to eliminate nonlinearities and enhance both steady state and transient power system stability. 
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