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Abstract. “process planning” and scheduling are two highly important subsystems in the manufacturing environment, the 

Integration of both of them can led to optimize the production productivity and to minimizing the production cost, that is an 

important factor for successful the manufacturing environment, To solving “integrated process planning and scheduling” (IPPS) 

many optimization methods used because it form the most difficult combinatory problem and needed efficient methods to find 

optimal solution, in this review various eminent researchers implemented different optimization algorithms, researchers are 

recommended as Artificial Intelligent various algorithms directions for future .  

INTRODUCTION 

Market needs are increasingly various and meet them some manufacturing firms have planned a high-mixture of product 

manufacturing with few quantity strategy. The Flexible manufacturing production arrangement seems a usual direction in 

fabrication companies [1]. Many research studies deals with the field of flexible manufacturing systems [2],condense on process 

planning, job shop scheduling. The “process planning” modelled by computer implementation went to be more importantly 

essential, that because minimization the duration to fabricate, design and maximize flexibility of product life stages. The 

versatility of production machine equipment and “process planning” greatly increase the flexibility of frim production. But 

consequent with high complexity of “job shop scheduling” [3]. So that the relation between product design and product 

manufacturing, product process planning mange the fabrication technique, order of the processing, fabrication variables, resources 

of the shop , time of fabrication, and other circumstances [4]. 

Scheduling of job shop define by logical assignment of the fabrication supplies and the fulfillment of efficiency indexes to the 

production criteria that gathering “process planning” and processing constraints. The important activity that control and plan of 

manufacturing processes done by the scheduling which can be manage to make better sustainability in working shop [5][6][7] [8]. 

As always process planning and the scheduling of job shop are controlled by a stand-alone departments for the manufacturing 

process. Together They executed one by one in sequence: the process planning after release from the planner engineer must have a 

completed job shop scheduling [9] [10]. 

The relationship between “process planning” and scheduling are Overlapped, “integrated process planning and scheduling” 

(IPPS) recently take the center of attention academicals studies [11]. Outcome appear the IPPS may achieve requirements to find 

the best utilization resources to minimization of costs, minimize production bottlenecks, and enhance production system 

productivity beside visible improvement in the manufacturing system’s performance. The IPPS treated as NP-hard problem. 

Progression engaged integration become progressive in the increment of complexity to solve the algorithm. The optimum solution 

to a huge extent IPPS problem with the deterministic algorithm [12]. Researchers implement a wide types of heuristic algorithms 

in with the effort to optimize the IPPS, and several steps has been reached, but to find an algorithm satisfactory for a huge extent 

IPPS problem may need more studied. 

 

OPTIMIZATION ALGORITHMS  

Recent space of optimization, finding solution of the optimization ordinary is to achieve the optimal for the problem variables 

according the problem objective which are maximization or minimization for numbers of problem objective function without 

violating the problem constraints. The typical optimization problems may have some obstacles, such as cost of high computation, 

constraints with non -linear finites, search environment with non-convex, objective functions with dynamic to noisy behavior , and 

solution space for large problems [13].  

The essential criteria for choosing either the exact (deterministic) or the approximate algorithms (stochastic) to solve 

complicated real problems. Even if algorithms are can offering the ideal global solution altogether, The result demonstrates an 

exponentially increased similarity of the set of variables[14]. 

Important criteria for selecting either exact (deterministic) or approximate (stochastic) algorithms for helping solve real 

problems. Even if a perfect algorithm is able to peer into all of the intricacies of the optimal solution, the amount of time it takes is 

exponential, since it will need to recognize all of the parameters. [15]. 
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There are two types of optimization algorithms, the former which involve optimization methods based on nature, and the latter 

which involve optimization methods based on natural principles. While algorithms are completely first place, in that category 

examples. such as, adaptive dimensional search (ADS)  [16], tabu search (TS) [17] , and iterated local search (ILS) [18], a lot of 

meta-heuristic optimization algorithms have been mimic the nature. 

The optimization algorithms inspired by nature were came in first such as, Gravitational Search Algorithm (GSA) [19] Particle 

Swarm Optimization (PSO) [20], Artificial Bee Colony (ABC) [21], and differential evolution (DE)[22], Krill Herd (KH) [23].  

They are modular and scalable, because they can solve difficult problems by constantly exploring the space of solutions. 

Beside, several metaheuristics like Ant Colony Optimization (ACO) [24][25][26] and Genetic Algorithm (GA) [27][28], were 

came first to solve binary and combinatorial problems. 

Solving optimization problems have been widely used for that algorithms which are grouped by three classes: Evolutionary 

Algorithms, Physics based algorithms, and Swarm Intelligence algorithms. Evolutionary algorithms (EAs) act for a set of iterative 

algorithms of optimization that simulates nature evolution [14]. In order to form a new generation, the best individuals are 

combined, which is the key robustness of EAs as it improved the population's development over the iterations[27]. Trying to 

imitate the development of Darwin, Evolution Strategy (ES) [29], Genetic Programming (GP) [30] and Differential Evolution 

(DE) [22]. Physics-based algorithms simulated physical bases of the nature where individuals communicate in the searching space 

by the use of laws and physics bases such as molecular mechanics, law of refraction, force of light inertia, and force of gravitation. 

Gravitational search algorithms are several well-known algorithms of this genre (GSA)[19], Charged System Search (CSS) [31], 

Ray Optimization (RO) [32]. Swarm intelligence algorithms (SIs) the mass attitude of social animals such as ants' foraging, bird 

flocking, and animal herding is influenced by them. Through collaboration and interaction, all species shift multilaterally into the 

positive areas of the searching space. The famous algorithms that are already well in this class are Particle Swarm Intelligence 

(PSO) [20] [33] [34], Artificial Bee Colony (ABC) [21], Krill Herd (KH) [23], Grey Wolf Optimizer (GWO) [35], Whale 

Optimization Algorithm (WOA) [36]. While swarm smart algorithms have proved to be efficient in addition to solving 

optimization problems, they can suffer from trapping the solutions in a local optimum, early convergence, and dropping them. 

Therefore, proposals have been made to change SI difference algorithms in order to strengthen their vulnerabilities. The 

Comprehensive Learning Particle Swarm Optimizer (CLPSO) [37] Jumping from local optima was stated, and the DEWCO [38] 

Using a hyper-heuristic to enhance the initial sets of WOA to increase its speed of convergence. Besides, the Conscious 

Neighborhood-Based Crow Search Algorithm (CCSA) [39] A balance stalemate for the locally and globally search. 

 

INTEGRATED PROCESS PLANNING AND SCHEDULING 

Topic of  “integration of process planning and scheduling” started by late-1980s Chryssolouris and Chan [40] Initially is 

introduced the notion of process planning and scheduling integration. In comparison Beckendorff [41] alternate process plans are 

then used to improve the versatility in the method. In addition to taking on the principle of alternate process paths and complex 

input response, the integrated model proposed by Zhang [42] and Larsen [43] reflects a belief of structured management to an 

established level. Scientists later introduced a lot of research into the "integration of "process planning" and scheduling" for the 

job shop, and created some integration models and methodological approaches to enhance the integration of process planning and 

scheduling research[44]. 

The IPPS will explain as: granting a selection of n parts to be fabricated with suitable alternative process plans, manufacturing 

supplies, and other technical requirements on m machines, selecting an acceptable process plan and manufacturing supplies, and 

operation sequence to find the timeframe for meeting the technological constraints for operations and achieving the goals  [45]. 

When the introduced researches in the field of Computer Integrated Manufacturing (CIMS), It has been recognized that IPPS 

is so essential in the progression of process of CIM [46], some models of IPPS have been conducted by researchers. Some 

literature studies and reviews have classified IPPS models into three basic categories: - : Non-Linear “process planning” (NLPP), 

Closed-Loop “process planning” (CLPP) , and Distributed “process planning” (DPP) [44]. 

The Non-Linear "Process Planning" (NLPP) approach is to adapt all alternate process plans with ranking numbers for each 

variable to the optimization criterion for "process planning." When the job is required, the process plan with the highest ranking 

according to the priority is still ready for process. If the first-priority process plan is not suitable for the current shop floor status, 

the second-priority process plan with the highest ranked numbers will be added to the scheduling system. Figure 1 illustrates the 

basic NLPP flowchart. The "process planning" scheme and scheduling framework are completely segregated between each other 

on the basis of the standard NLPP flowchart. NLPP only uses alternate process plans to increase the production system's 

flexibility. 

 

Figure 1 Flowchart of NLPP [44] 
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The approach of Closed-Loop "process planning" (CLPP) uses a hierarchical framework of "process planning" with a feedback 

technique. By way of dynamic input from the development scheduling system, CLPP will bring in a real-time process schedule. 

The strategy of 'method preparation' brings in process strategies dependent on existing tools. Production scheduling includes 

details on the machines are available for incoming work for processing on the shop floor, meaning that any schedule must be 

practical and complies with the actual supply of production machines[44] the simple flowchart of CLPP is shown in Figure 2. 

 

 

Figure 2 Flowchart of CLPP [44].  

 

The Distributed "Process Planning" (DPP) approach uses the principle of a simultaneous engineering approach to concurrently 

incorporate both "process planning" and scheduling. The preparation and arranging process was split down to two stages. The 

preliminary planning process is the first step. The properties of parts and the linkage between the parts are verified at this point. 

And, there are collections of original process plans and schedule plans. There are also parallel projections of the process supplies. 

The second stage is the comprehensive preparation stage, which has been broken into two phases: the subsequent planning process 

and the final planning phase. In this step, the process plans controlled in the shop floor to the current condition [44] the basic 

flowchart of NLPP is shown in Figure 3. 

 

Figure 3 Flowchart of DPP [44]. 

  

OPTIMIZATION ALGORITHMS OF IPPS 

A lot of research work has been conducted on it in order to improve the solution consistency of IPPS, and to address the issues 

more efficiently and effectively. The right form has not yet been discovered, however. To focus at developing efficient algorithms 

[47][48]. To address IPPS, several Artificial Intelligence (AI)-based methods have been developed. Several standard approaches 

will be reviewed in the following pages. 

Exact Algorithms 

The Researchers have implemented several precise IPPS solution algorithms, most of which are formulated using Integer 

Linear Programming (ILP) or Mixed ILP (MILP) models. The mathematical techniques which are reviewed in have been 

mentioned along with the referred article. 

These are the most techniques used for solving IPPS. These mathematical optimization methods are described as follows: 

 Designing an integrated process and scheduling, in most mathematical models have used  two sets of ordered pairs that show 

precedence or non-precedence relations between operations, which is conceptually correct but is not solvable using optimization 

software. And applying a different approach of mixed integer programming (MIP) then solved by GAMS software [49]. 

 A linearized polynomial mixed-integer programming model (PMIPM) for the integration of “process planning” and 

scheduling was developed a promising procedure to linearize the PMIPM and to convert it into an equivalent linear mixed-integer 

programming, it is a promising procedure to linearize the PMIPM and to convert it into an equivalent linear mixed-integer 

programming problem [50].  

Present two models to realize a comparison between the two most interesting ones, using the standard solver CPLEX, and 

determine a production plan for a given sequence of operations in the resources while considering constraints such as setup times 

and costs and lead time, The difference between the models is, the non-consideration of the backlog cost, The performance of the 

proposed algorithms was evaluated on a set of instances [51]. 
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A flexible assembly job shop with sequence dependent setup times was modeled  as a mixed integer linear programming 

model to minimize makespan dependent on Non-Linear process planning methodology for IPPS problem which generates process 

and scheduling plans simultaneously [52]. 

Implementation and deployment of a MIP mathematical model that integrates the IPPS and the consideration of tasks’ setup 

time. In sequence dependent setup time (SDST) scheduling problems setup time depending on the sequential order of jobs 

processed on each machine.[53]. 

 

Evolutionary Algorithms 

Evolutionary algorithms are subject of optimization algorithms which are based on the biological evolution. As the name 

implies, evolutionary computational methods are designed on the principles of evolution. They are based on the Darwinian 

evolution philosophy of the fittest and use selection, mating, reproduction, crossover, and mutation operators similar as the 

biological processes of evolution. Genetic algorithm (GA) and differential evolution (DE) [54] such as: 

Genetic algorithm (GA) 

GA emulates the techniques of evolution that have been in existence for millions of years in nature. When an algorithm is 

designed based on natural genetics it will be able to solve complex problems with simple techniques in finite time. genetic 

algorithm is the most used optimization algorithm for solving “integrated process planning and scheduling” as: mathematical 

modeling and genetic algorithm [55], comparison genetic algorithm [56], rescheduling genetic algorithm [57], benchmark genetic 

algorithm [58], pure genetic algorithm [59] [60], simulation based genetic algorithms [61], active learning genetic algorithm [62], 

hybrid genetic algorithm [63], multi-objective genetic algorithm [64], modified genetic algorithm [65], alternant iterative genetic 

algorithm [66], and genetic algorithm derived from immune principle [67], non-dominated sorting genetic algorithm (NSGA-II) 

[64], modern genetic algorithms proved to be very reliable in finding optimal process plans and schedule [68]. 

 

Swarm Intelligence Algorithms 

Computational intelligence (CI) is a subset of machine learning and artificial intelligence that collectively refers to algorithms 

with intelligence built into them. Most of the evolutionary algorithms and swarm intelligence algorithms have computational 

intelligence built into them. Some of the popular computational intelligence algorithms are neural networks, fuzzy logic, 

differential evolution, particle swarm optimization, firefly algorithm, ant colony optimization, and other swarm-based algorithms. 

Nature-inspired [54]. as: comparison simulated annealing [56], Ant Lion Optimization (ALO) [69], Ant colony optimization 

(ACO) [70], colonial competitive algorithm (CCA) [71], honey bee mating optimization (HBMO) algorithm [72], particle swarm 

optimisation (PSO) algorithm [73], hybrid particle swarm optimization (PSO) [74], simulated annealing-based algorithm [75]. 

 

 

CONCLUSION 

 

This paper reviews some of the optimization algorithms used for solving “integrated process planning and scheduling” 

Although various algorithms have been applied to solve the integration of process planning and scheduling problem and several 

researchers have examined many algorithms, it’s obvious the most used algorithm is genetic algorithm due to its properties, in 

recent years Nature-inspired algorithms is gaining more interesting due to the number of new introduced algorithms based on 

Nature-inspired, hybrid algorithms used to tune solution for better optimal solution, integration more subsystem to increase the 

collaboration for the manufacturing system such as logistics and maintenance, with the higher increase in data and information 

technology such as Industry 4.0 and internet of things (IOT) more constrains can be processed due to the capabilities of new 

artificial intelligent tools to mimic the real industry problems especially IPPS.  
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