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Abstract 

In a Grid-based environment like Manufacturing 

Grid, one of the most critical issues is how to divide 

the workload equally. Heuristic techniques are 

necessary since locating the optimal schedules in 

this situation is an NP-hard task. One of the Shared, 

enlarged, and error-absorbing features of the 

heuristic scheduling algorithms is known as the Ant 

algorithm. Based on its projections for future 

resource utilization, it creates timetables. To 

maximize the use of available resources, this is a 

must. As part of this study, we provide an improved 

ant algorithm named Ameliorated ant 

algorithm(AAA) for scheduling activities to 

optimize throughput while controlling costs. Aside 

from that, several scheduling approaches are 

examined and contrasted in simulations. It was 

revealed that the our novel improved ant algorithm 

method(AAA) performed effectively and efficiently 

with respect to specific parameters.Because of the 

ant-price algorithm's factor, our this new scheduling 

strategy is better suited to a broader range of 

applications of MGrid. 

 

1. Introduction 

Although computing and networking have made 

tremendous development in the last decade and  

there are still problems in research, engineering, and 

business that can't be handled with today's most 

capable supercomputers. The Grid concept is 

comprised of a large range of resources, including 

computing systems, data storage, data sources, and 

sophisticated manufacturing equipment that are 

scattered out globally and belong to different 

enterprises.The Internet serves as a conduit for 

connecting all of these resources.There are different 

types of Grid like Data Grid,Computational 

Grid,Manufacturing Grid.A typical specific kind of 

grid that is grid-oriented and built on collaborative 

manufacturing environments is known as a 

manufacturing Grid(MGrid). Global users must be 

able to utilise a resource or service in an MGrid in 

an equitable and systematic manner, just as if they 

were consuming locally available resources and 

services.Now,tasks assigned to the Manufacturing 

Grid system must be completed on time. An 

automated task scheduler in more advanced Grid 

systems will help select which machines are most 

suited to perform a given task. 

Fig.1 Manufacturing Grid platform[1] 

 

According to Tao et al.[1] there are primarily two 

types of users in MGrid: (a) resource enterprises  
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(b) user enterprises. In the first case, resource 

enterprises make available in MGrid its idle 

resources, products, manufacturing capabilities & 

also offers the service associated to manufacturing 

to satisfy customer needs and demands. In order to 

create the virtual cooperation manufacturing 

network, resource users looks for the best-fit 

resource of  manufacturing & service.So,the task 

scheduling approach significantly impacts this 

resource selection, which is why it is critical to 

decrease the duration and expense of activity 

execution. The Grid system's throughput and 

resource efficiency are determined by the 

scheduling rules implemented by the scheduler. The 

scheduler ensures that the system's resources are 

distributed equitably so that the system's throughput 

and the use of its resources can be maximized. 

 

Problem Statement : 

The intention of the job scheduling issue is to 

identify the best way to distribute n tasks amongst 

m resources in order to enhance performance as a 

whole.We'll now provide the task allocation 

problem's formulation.Let the i resources are 

denoted R ={R1, R2, R3,…..Ri} and j tasks are 

represented by  T ={ T1, T2, T3…..Tj}.Now,the time 

for execution of each and every task on every 

resource is retained in a matrix structure.The 

objective to find an optimal solution to have the 

best load balance and minimizing makespan as well 

as cost reduction. 

 

Related work : 

In the year 1991, ant colony technique was first 

introduced through his research paper by 

Dorigo[2].It is inspired by how ant colonies hunt 

[3][4] and [5]. It is based on just how ants actually 

behave for food searching or other activitiesThe 

quantity of pheromone on each route determines the 

possibility that other ants would take that way, 

which is how blind insects like ants find food. A 

little amount of pheromone is released along the 

route by each passing ant, which causes the 

pheromone on a shorter path to climb fast. All the 

ants will eventually decide on the quickest route. 

The most wellknown problem like travelling 

salesman problem (TSP), internet backbone routing, 

automotive tracking problem, and other 

optimization-related issues have all been solved 

using ACO [6]. ACO do always try to discover the 

quickest route between ant nests and sources of 

food. Each ant emits pheromone while moving 

along a pheromone density.The pheromone that has 

a dense population in short pathways is produced by 

this activity. Furtheremore pheromone is less dense 

across greater distances. [7][8]. The most prominent 

features and benefits of ACO [6][9][10][11][12] 

comprise competent effective solution for the 

Traveling Salesman Problem (TSP) and related 

issues and speedy finding of excellent solutions. 

ACO's [5, 8, 9, and 12] drawbacks include their 

lengthy operating times and susceptibility to 

becoming trapped in a local optimal solution. Many 

studies [14][15][10][16] by lot of researchers 

boosted probing multiplicity by incorporating the 

mutation approach into the ant colony process so as 

to address the limitations of this method. The 

experiment findings from these studies revealed that 

mutation methodologies can improve standard 

ACO's searching performance and yield better 

results. To enhance searching performance from lot 

of unknown objects with parameters, many 

algorithms , such as Particle Swarm Optimization 

[17][18] include the different kind of mutation 

strategy.  

 

An array of NP problems have been solved using 

this method, including the TSP, for assignment kind 

of Problem, the Scheduling Problem, and the 

problems of Graph coloring. A higher level of 

complexity can be achieved using the algorithm's 

inherent parallelism. It is possible to scale, share, 

and deal with errors with the algorithm which is 

based on novel empirical, extrapolative scheduling 

method.  

 

Assumptions and factors are considered : 

The following factors are taken into account in the 

suggested scheduling method: Each job's processing 

requirementsthe current status of the resources that 

are available, the load that is now being placed on 

those resources, and the computing costs related to 

those resources.All the nodes connected to the 

Manufacturing Grid are CAD computing 

machine.Here we are Processing-  

1. Modifications of fundamental Ant algorithm 

for scheduling jobs : 

The resources with a high probability of being 

available are free, and the task may be assigned to a 

resource with a low probability of being accessible. 

As the method is designed to maximize efficiency, 

this is problematic. While other resources may be 

available, a resource with a high probability of 

becoming free will be assigned duties, and these 
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tasks will have to wait until that resource is free, 

even if all other resources are available. It can be 

prevented by always giving jobs to the help with the 

best likelihood of being available at completion 

time. However, if this isn't the case, the scheduler 

will pick another resource and repeat these steps. 

The first step is to choose a threshold, and this is a 

crucial one. A faster processing time is achieved by 

considering resources with the best chance of being 

used. However, the cost of processing may be 

higher than when utilizing the ant method.  

 

The conventional ACO is then supplemented with a 

new parameter termed cutoff probability in order to 

improve the computing environment. The threshold 

probability value is selected using standard ACO 

from a list of determined values.The acceptance of 

an object having a high pheromone value is assisted 

by a high probability value, which decreases the 

time required for jobs to execute on the chosen 

cluster resource, hence increasing resource usage. 

This number functions as a constraint in the 

proposed method which is needed that when 

selecting a resource, the transitioning probability 

value must be higher than the threshold probability 

value. 

 

Proposed Task Scheduling Algorithm: 

If any new resource "℘ " enters into Manufacturing 

Grid(MGrid), a request is issued for the resource to 

transmit information about its performance metrics. 

There are a total number of PEs and the amount of 

MIPS each PE has i.e each CAD machine. The links 

pheromone is set up as follows when the resource 

monitor confirms that the parameters are correct: 

Every each time a whenever a new resource is 

added to the MGrid, an existing resource fails, a job 

is allocated. The pheromone on the route from the 

scheduling centre to the pertinent resource changes 

when a study is returned. 

 

Proposed Task Scheduling Algorithm 

1. A resource ‘℘’   must give its performance 

characteristics, number of processing units, and 

other information when it enrols into the MGrid 

environment. The links pheromone is initialised by 

resource analyzer, and these parameters are tested 

for reliability. 

     ℒ(0) =  𝑥 * η + m * 𝑥 +  ѕ⁄ tt                               ---(1) 

Where   𝑥 = No. of processing unit 

             η = processing capacity /second 

            ѕ = parameter size 

            tt = transfer time 

 m = memory or storage size 

 ℒ℘ 
new = 𝛃. ℒ℘

old + ∆ ℒ℘.           ---(2) 

         ∆ ℒ℘ = change of pheromone on the path 

            𝛃 = permanence (0 < 𝛃 <1) 

(1- 𝛃) – Pheromone evaporation whenever a task is 

issued to ‘℘’, 

        ∆ ℒ℘= -y, y is the computation and 

transmission quality of the task. 

As soon as the task fruitfully coming back  from the 

resource ‘℘’ 

          ∆ ℒ℘ = Ee * ý, Ee – factor concerned 

encouragement 

    When task is not brought back fruitfully from the 

resource ‘℘’, 

       ∆ ℒ℘ = 𝐏f * y,  𝐏f – Penalize factor 

A new computation of the task allocation 

probability for each resource would be get ready 

according to 

ℒ℘(t) = ⦋ 𝛃(𝖙)𝓪 ⦌  *  ⦋𝛧(t)𝖇 ⦌   ̸ ∑[ ℒv(t)a * [z]b (3) 

= 0 others 

ℒ℘(t) is the level of pheromones on the route from 

the planned centre to the resource ‘℘’  

𝛧(t) is the resource's inherent performance, that is 

ℒ℘ (0). 

The parameter values are considered here as : 𝓪= 

0.5, 𝖇= 0.5, 𝛃=0.5, Ee = 1.1, 𝐏f=0.8.  

𝓪  -  the significance of pheromone 

𝖇  -  the significance of resource distinctive 

characteristics 

This provides resource probabilities for said grid, 

which aids in job scheduling further. 

4 .   The scheduler discovers ‘℘’ where new-

fangled task ‘ɱ’ is needs to be scheduled at time ‘t’ 

with probability equal to its conforming 𝛃ɱ(t) ,   till  

𝛃𝑖 ɱ(t) - 𝛃℘ ɱ(t)  ≤  𝑄𝑖 

Where 𝑖 becomes that resource which is having 

maximum 𝛃ɱ(t),  𝑄𝑖 is the cutoff threshold point 

that will be used as 1/ (no. of resources.) 

5 .  The scheduler locates a resource named "u," 

taking each resource once at a time in the rising 

sequence of 𝑫𝑢 ̸ Mips𝑢 ,  until⃒ 𝛃℘ ɱ(t) - 𝛃𝑢
ɱ(t)⃒≤ 

𝑄𝑢* e 
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𝑄𝑢= 𝑄𝑖- 𝑄𝑖 (𝛃𝑖 ɱ(t)- 𝛃℘ ɱ(t) and ɭ is the factor 

concerns with cost lessening and this is nominated 

by the users of the concerned Grid who actually 

responsible of task submission 0 ≤ ɭ ≤1 

6 .The scheduler assigns the newly created task 

‘ɱ’to the resource "u." 

 

2. Implementation using GridSim  

The GridSim toolkit has a scheduling mechanism 

that can be used to run simulations. Information 

about Grid users and resources is provided during 

the simulation's initialization procedure. To begin 

the simulation, resources must be generated, and 

these resources must be used to meet users' needs. 

To build their tasks, the user must select their 

specifications The GridSim simulation will then 

begin. 

 

It begins the procedure by gathering information 

about the Grid resources that have been established 

in the system's resource creation section. Every time 

work has to be scheduled, the scheduler estimates 

the existing MGrid resources that are potentially 

accessible based on the pheromone values of each 

resource (which are obtained from the scheduling 

hub).The scheduler then uses the algorithm to select 

a resource to assign to the job and adds it to the 

schedule. Pheromone value decreases when 

resources are given a job due to the quality of the 

work's computation and transfer procedures. Grid 

resources handle assigned tasks, which report their 

findings to the user who gave them the assignment 

in the first place. 

 

The system will then compile all of the tasks that 

have been accomplished and deliver them to the 

appropriate user. The pheromone value of the 

resource to which it was transferred may rise due to 

the transfer. The resource's pheromone level will 

drop if the job doesn't go as anticipated.  

 

3. Experiments, Results, and Discussion 

Various scheduling methods are studied and 

evaluated using simulations, which consider both 

the amount of time it takes and the amount of 

money it costs.Jobs are received from the users U1 

to U50 and resources are available R1 to 

R25.Tables provide definitions of the attributes of 

the client tasks and the resources utilized during the 

simulation. The database for the simulation has 

these tables. 

Resources PEs MIPS Comn. 

Rate 

Cost 

R1 2 160 20 1 

R2 4 350 40 2 

R3 6 500 50 2 

R4 1 80 20 1 

R5 1 80 20 1 

R6 2 350 20 1 

R7 4 400 60 3 

R8 6 550 80 4 

R9 2 180 30 2 

R10 4 550 60 3 

R11 2 180 20 1 

R12 4 560 80 4 

R13 8 700 80 4 

R14 6 520 50 3 

R15 8 720 80 4 

R16 6 490 60 3 

R17 2 160 20 2 

R18 1 80 20 1 

R19 1 80 20 1 

R20 2 160 20 1 

R21 4 560 80 4 

R22 1 80 20 1 

R23 2 160 20 1 

R24 4 400 60 3 

R25 2 180 30 3 

Table 1 Resources and characteristics 

 

Users Length of 

Job 

Size of 

Job 

Size of 

Output 

U1 + 26 80000 200 80 

U2+27 75000 120 45 

U3+28 50000 80 35 

U4+29 65000 90 40 

U5+30 45000 80 20 

U6+31 70000 40 50 
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U7+32 4400 80 10 

U8+33 67000 70 30 

U9+34 55000 80 50 

U10+35 75000 60 20 

U11+36 5000 60 20 

U12+37 40000 80 50 

U13+38 50000 50 30 

U14+39 65000 40 20 

U15+40 30000 80 40 

U16+41 45000 40 20 

U17+42 54000 45 35 

U18+43 60000 55 34 

U19+44 7000 45 25 

U20+45 8000 35 20 

U21+46 10000 20 10 

U22+47 40000 40 20 

U23+48 56000 34 30 

U24+49 45000 20 25 

U25+50 55000 40 20 

Table 2 Tasks associated Users 

 

Simulations for 50 grid users of various methods in 

reaction to an increase in the overall number of 

resources available on the grid have produced the 

following results, summarised below. We'll pretend 

for the time being that each user is only engaged in 

one activity. 

Fig 2 Total execution time with number of 

resources 

Fig. 2 shows the total computation time associated 

with number of resources as increases. 

 

Fig 3 Total execution time with number of 

resources 

It has been observed from experiment that the 

execution time in Ameliorated ant algorithm 

becomes much less than that traditional 

conventional ant algorithm.As  result cost is 

reduced in the developed ant algorithm. 

 

Fig 4. Total execution cost along number of 

resources 

 

It has been observed from experiment that the 

modified ant algorithm has a substantially lower 

overall execution cost than the standard ant colony 

method, providing superior performance and 

results. 

 

Fig 5 Total execution time with cut-off threshold 

value 

The result in Fig. 5 above displays the overall 

execution time for a range of cut-off threshold 

values in the scheduling algorithm. The algorithm's 
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output resembles that of a conventional algorithm if 

the threshold value increases by a specified quantity 

 

Fig. 6 Convergence results 

 

The convergence of our modified ant algorithm and 

traditional conventional standard ant algorithms is 

seen in Figure 6. We can see that the traditional 

conventional standard ant algorithm converges after 

75 iterations, but our modified ant algorithm 

converges after about 65 iterations. As a result, our 

improved method converges more quickly than the 

original ACO algorithm. 

 

When the price component is taken into account, 

the redesigned ant algorithm computes more 

quickly than the ant algorithm.Because both of 

these algorithms consider the price, this is why this 

is the case. As illustrated our the new method has 

far more control over its processing costs than the 

reworked ant-algorithm, which ignores them. As a 

result, the cost of developing the algorithm has been 

considered.We can see from the graphic how long it 

takes the scheduling approach to complete each step 

for different threshold values. If the threshold value 

is increased by a certain amount, the algorithm's 

outcomes will be equivalent to those of the ant 

algorithm. 

 

Conclusion 

Traditional ant colony algorithms have some 

significant shortcomings that our unique AAA 

algorithm has resolved, including longer searching 

times, local optimums, and the stagnation 

problem.As an example of an application that can 

benefit from the proposed scheduling method, 

consider one that uses a lot of coarse-granularity 

activities, such as parameter sweeps. Because of the 

application's coarse-granularity duties, the 

recommended technique is effective. If the work's 

load is small, each resource's likelihood of selection 

is almost equal; if certain resources are heavily 

loaded, they are selected with the lowest 

likelihood.This considerably decreases both the 

computation time and the cost associated with 

execution of the jobs, based on the selection made 

by the grid user submitting the work.Job grouping 

may reduce transmission costs and delays in 

lightweight applications before load balancing 

operations onto resources.Distribution scheduling 

systems that consider how resources are organized 

inside groups will be developed in the not-too-

distant future.  
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