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Abstract 

Test case prioritization is a critical process in software testing that involves determining the 

order in which test cases should be executed. The goal is to identify high-priority test cases 

that have a higher likelihood of finding defects early in the testing process. Machine learning 

has been a valuable tool that helps automate the process of prioritizing test cases based on 

various factors. In this paper, the priority of a business requirement, complexity of the 

associated testcases, and estimated time and cost of a testcase are considered for prioritizing 

testcases. Using popular machine learning models,it has been found that the approach 

provides encouraging results. 

Keywords: Test Case Prioritization, Machine Learning, Requirements Priority, Testing 

Process 

1. Introduction 

The software testing process is crucial for ensuring the quality and reliability of software 

products.However, it also comes with several challenges that testers and quality assurance 

professionals need to address.Software requirements often change throughout the 

development process, which can result in the need to continuously adapt test cases and 

strategies to align with the evolving specifications.As software systems become increasingly 

complex, testing all possible scenarios and interactions becomes challenging, leading to 

potential defects going undetected [9].Testing is often conducted under tight schedules, 

particularly in agile and fast-paced development environments. Limited time for testing can 

lead to incomplete coverage and a rush to meet deadlines.Inadequate testing resources, 

including skilled testers, testing tools, and testing environments, can hinder the thoroughness 

and effectiveness of the testing process. Thus, incomplete test coverage makes it difficult to 

ensure that all aspects of the software have been thoroughly tested. 

Test case prioritization (TCP) is a crucial aspect of software testing, aiming to optimize 

testing resources by executing high-impact test cases early in the testing process. The 

traditional prioritization methods rely on coverage-based or risk-based strategies, which may 

not fully capture the complexities of modern software systems. In recent years, the 

integration of machine learning techniques has shown significant promise in enhancing the 

efficiency and effectiveness of test case prioritization. Machine learning offers the potential 

to consider diverse factors, such as code changes, historical defect data, code complexity, and 
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execution time, to predict the likelihood of defects being detected by specific test cases. This 

predictive capability enables the identification of high-priority test cases that are more likely 

to uncover critical defects.Several studies have explored the application of various machine 

learning algorithms, including decision trees, random forests, neural networks, and ensemble 

methods, for test case prioritization. These algorithms leverage historical testing data to learn 

patterns and relationships between test cases, code changes, and defect occurrences. As a 

result, they offer more adaptive and data-driven prioritization strategies that can adapt to the 

evolving nature of software systems [10]. 

In this paper, priority of a business requirement and complexity of the associated testcases are 

given due attention. Considering the time and cost involved in the testcase execution, a 

prioritization approach has been studied.  

 

2. Related Works 

Test case prioritization using machine learning is an active area of research that aims to 

leverage machine learning techniques to enhance the effectiveness of test case prioritization.  

Here are select papers and research works that represent a subset of the extensive research 

conducted in the field of test case prioritization. They highlight different approaches, 

challenges, and insights into improving testing efficiency and defect detection rates through 

effective test case prioritization techniques. 

Ren et al. [1] proposed a two-layer model for test case prioritization in regression testing of 

GUI software. While the inner layer is a function call graph, the outer layer is an even handler 

tree. The approach uses more amount of source code information compared to traditional 

methods for prioritization and centrality measure is considered for highlighting modified 

functions in case of change in software version.  

Getachew et al. [2] developed a test case prioritization (TCP) technique that uses static 

software metrics such as McCabe’s Cyclomatic complexity, and Halstead’s metrics to 

develop TCP algorithm. The TCP approach focuses on the structural coverage such as method 

coverage statement coverage and branch coverage. The proposed technique was compared 

with the existing approaches and found to be efficient. 

Chen et al. [3] proposed TCP based on historical execution information to detect higher faults 

in continuous integration environment. The authors claim that historical execution failure 

information helps achieve better test case prioritization and outperforms other techniques. 

Further they find that if historical execution information is insufficient then it can be 

combined with requirements priority to provide better performance. 

Ali Samad et al. [4] proposed multi objective particle swarm optimization (MOPSO) for TCP. 

The approach considers minimum execution time, maximum code coverage and maximum 

fault detection ability of the test case. The technique used three known datasets and open-

source Java applications for experimental study.  Using different evaluation metrics such as 

inclusiveness, precision and size reduction, the experimental data showed encouraging results 

when benchmarked with other approaches. 

Roza et al. [5] introduced sliding window method for TCP in continuous integration 

environment. The research work considered Random Forest (RF) and Long Short-Term 
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Memory (LSTM) deep learning network for prioritization and code analysis. Experiment was 

conducted on eleven systems and found that the Random Forest algorithm produced best 

performance compared to that found in literature. 

Dahiya and Solanki [6] proposed a novel requirement-based test case prioritization method 

for regression testing. It uses the natured inspired Cuckoo search optimization with support 

vector machine (SVM). The method was evaluated with Firefly algorithm and found to be 

improved one in terms of average percentage of fault detection and reduced execution time. 

Waqar et al. [7] proposed a four-step method based on reinforcement learning for TCP. In the 

first step, a log dataset of users’ and testers’ interaction with the system was prepared, in the 

second step, the proposed reinforcement algorithm was used to predict the reward sequence. 

Then the proposed prioritization algorithm prioritized the test suit, and finally it was validated 

by test experts. Considering five case study applications, the performance evaluation results 

show that the proposed method outperforms the baseline approaches. The method was 

evaluated using five case study applications and found to outperform the baseline approaches. 

Rezwana Mamata [8] studied the potential of transfer learning to improve the performance of 

test case prioritization and failure of test case in software projects involving continuous 

integration environments. It proposed a technique called TCP-TB to prioritize test cases using 

prediction probability of test failures generated by a transfer learning algorithm. The study 

found that transfer learning has been the most effective compared to other machine learning 

approaches. 

3. Rationale of the Approach 

Testcase prioritization based on business requirements, complexity of associated test cases, in 

addition to the cost, and time of test execution is a holistic approach that considers both the 

criticality of business functionalities and the practical aspects of resource allocation. It 

ensures that testcases addressing critical business functions and complex scenarios are 

executed earlier in the testing process. This approach enhances the overall quality of the 

software by focusing on areas that have higher potential impact or are more likely to contain 

defects.This approach aims to strike a balance between testing effectiveness, resource 

utilization, and business requirements. The process is depicted in Figure-1 and described 

further here. 

a) Requirement Analysis and Categorization: Understand the business requirements 

thoroughly and categorize them based on their criticality to the application's functionality. 

Assign priority levels to different business requirements, considering factors such as user 

impact, regulatory compliance, revenue generation, and customer satisfaction. 

b) Complexity Assessment: Evaluate the complexity of individual test cases by considering 

factors like data combinations, business rules, integration points, and user interactions. More 

complex scenarios are likely to have a higher likelihood of defects and should be given 

priority. 

c) Time and Cost Estimation: Estimate the cost of executing each test case considering 

factors such as manual effort, automation effort, required resources, and 

infrastructure.Estimate the time required for executing each test case, considering factors like 

test duration, setup time, and teardown time. 
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d) Test Case Prioritization: Categorize a test case based on the business requirements it 

covers and the complexity level of the test case, associated cost, and time of test execution. 

Assign priority to a test case based on the combination of these factors. 

 

Figure-1: Test Case Prioritization Process 

Since, manual process of test case prioritization is difficult and time consuming, it is 

recommended to exploits supervised machine learning techniques to automate the process of 

prioritization of the test cases and accrue the effectiveness thereof.  

4. Experiment Design 

The novel approach described in section-3 has been implemented leveraging the supervised 

machine learning techniques. Weka, a popular machine learning framework has been used to 

conduct experiments [11]. 

4.1 Dataset 

The dataset considered in the research has been taken from the Kaggle open-source 

repository [12]. The dataset has been collected from a real-world software project as 

informed by the contributor. It contains 2000 instances and six predictive attributes. The 

attributes are described in Table-1 and a snapshot of the data is provided in Figure-1. 

Table-1: Dataset Descriptions 

Attribute 

Name 

Data Type Description 

B_Req Numeric Business Requirements 

R_Priority Numeric Requirement Priority of business requirement 

FP Categorical Function point of each testing task; in this case test cases 

against each requirement that covers a particular FP 

Complexity Numeric Complexity of a particular function point 

Time Numeric Estimated max time assigned to each Function Point of 

testing task by QA team lead 

Cost Numeric Calculated cost for each function point using complexity 

and time with function point estimation technique to 

calculate cost 

Priority Categorical  The Class Attribute with values Low, Medium, High; is the 

assigned testcases priority against each Function Point 
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Figure-2: Snapshot of the Dataset 

4.2 Data Preprocessing and Candidate ML Algorithms 

The attribute selection filter found in Weka has been used along with Gain-Ratio attribute 

evaluator algorithm and a ranker algorithm to evaluate and rank the attributes based on their 

predictive power to predict the priority of a test case. The attribute B_Req that represents 

business requirements has been ranked lowest. Since it is a serial number that identifies 

business requirements has been removed.   

The dataset contained numeric variables with data in different ranges. Feature scaling using 

min-max normalization has been used to transform the data to fall in a predefined range of 0 

and 1. The min-max normalization has been used using the following formula: 

 

The initial value to be normalized is Y.𝑌𝑚𝑖𝑛and 𝑌𝑚𝑎𝑥 represent the lowest value, and the 

highest value found in the dataset. The normalized value is Y ′, and the intended minimum 

and maximum values of the normalized range are 𝑚𝑖𝑛𝑛𝑒𝑤 and 𝑚𝑎𝑥𝑛𝑒𝑤, respectively. 

Popular machine learning algorithms such as support vector machine, logistic regression, 

naïve bayes, k-nearest neighbor, decision tree and random forest which have been used by 

other researchers and found in the literature have been considered as candidate ML 

algorithms in the study.  

Using 5-fold cross validation as the test option, the algorithms have been run on the 

preprocessed dataset to generate the experimental outputs. The algorithms have been 

configured with the default parameters and hyperparameters to generate baseline models. 

5. Results and Discussion 

The experimental data has been tabulated in Table-2 and show in Figure-3 to compare the 

performance of the machine learning algorithms. Since accuracy and error measure the 

classification model’s efficacy with a premise that a model should achieve higher accuracy 

with lower computational error, accuracy percentage and root mean squared error (RMSE) 

have been considered to for comparative study of the machine learning models. 
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Table-2: Comparative performance of ML Models 

ML Model Accuracy % RMSE 

Support Vector Machine 84.50 0.541 

Logistic Regression 84.45 0.472 

Naïve Bayes 85.70 0.472 

k-Nearest Neighbor 83.05 0.622 

J48 Decision Tree 84.05 0.471 

Random Forest 85.25 0.472 

 

The experimental results clearly show that all the models compete in terms of the evaluation 

parameters. While k_Nearest Neighbor perform the lowest among the models at hand, Naïve 

Bayes shows the best performance. The RMSE of both Naïve Bayes and Random Forest are 

same but the accuracy of Naïve Bayes is higher than that of Random Forest. Thus, Naïve 

Bayes model is recommended for classification in the context. 

 

Figure-3: Model Performance Comparison 

6. Conclusions 

Since exhaustive test is far from practice, test case prioritization is an economic viability to 

achieve reliable software. Test case prioritization based on relevant criteria achieves a high 

rate of defect detection and reduces the cost and time of test execution. Machine learning 

algorithms play a major role towards this end. In this research, business requirements priority 

has been considered as the primary basis of the test case prioritization due to its importance in 

software development. Further, business requirements or software requirements keep on 

changing in an agile development environment making the testing process challenging. The 

research study finds that machine learning models can effectively prioritize test cases and 

help achieve reliable and economical software. 
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