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ABSTRACT 

The main obstacle for the use of deep learning in medical and engineering sciences is its interpretability. The neural network models 

are strong tools for making predictions however, they often provide little information about the features that play significant roles 

in influencing the accuracy of prediction. To overcome this, many regularization procedures about learning the neural networks have 

been proposed for dropping non-significant features. The lack of theoretical results casts doubt on the applicability of such pipelines 

is unfortunate. We guarantee the use of the adaptive group lasso for selecting important features of neural networks. In many high 

dimensional classification or regression problems set in a biological context, the complete identification of the set of informative 

features is often as important as predictive accuracy, since this can provide mechanistic insight and conceptual understanding. Lasso 

and related algorithms have been widely used since their sparse solutions naturally identify a set of informative features. However, 

Lasso performs erratically when features are correlated. This limits the use of such algorithms in biological problems, where features 

such as genes often work together in pathways, leading to sets of highly correlated features. In this paper, we examine the 

performance of a Lasso derivative, the exclusive group Lasso, in this setting. 

 

INTRODUCTION 

There is an increase in demand for houses day by day as we are moving towards the aim of being a more developed civilization. 

Accurate forecasting of the house 

prices have always impressed sellers and the buying person. The demand for the housing market is always increasing every year due 

to population growth due to relocation for their financial purpose. Long-term real estate price forecast which is especially important 

for the remaining people to stay for a long time but not permanently with such people they do not want to take risks during the 

construction of the house.In order to predict the price of a house one person usually tries it find the same structures in his place again 

based on the data collected that person will try to predict house price. In this project, house price forecasts for the house is made 

using different machine learning algorithms such as Random Forest Regression, Ridge Regression, LASSO Descent, Descent of 

Decision Tree, XGBoost Down and we use the Ada-Boost algorithm to upgrade weak students to strong students. This function 

works various strategies such as variance influence factor, size reduction strategies and data conversion strategies such as outliers 

and lost the importance of treatment and box-cox modification strategies. A few things that affect the price of a house include visual 

features, location and a few influential economic factors at the time. All this indicates that a real estate price forecast appears on a 

research site that requires information on machine learning. 

 

EXISTING SYSTEM 

We propose a neural-based (FS) network feature selection system that can control the rate of reuse of selected features by combining 

two penalities into a single function. Group Lasso Compensation aims to produce a minimum of features in a collected format. The 

redundancy-control penalty, which is denied based on a measure of dependence among features, is utilized to control the level of 

redundancy among the selected features. Both the penalty terms involve the L2,1-norm of weight matrix between the input and 

hidden layers. These penalty terms are nonsmooth in nature, and hence, one simple but efficient smoothing technique is used to 

overcome this issue. The monotonicity and convergence of the proposed Then, extensive experiments are conducted on both artificial 

and real data sets. Empirical results explicitly demonstrate the potential of the proposed FS scheme and its effectiveness in 

controlling redundancy. Empirical simulation is seen as consistent with theoretical effects. 

 



Copyrights @Kalahari Journals Vol.7 No.4 (April, 2022) 

International Journal of Mechanical Engineering 

923 

In this paper, we have proposed an integrated FS scheme with control on the level of redundancy. The Group Lasso regularization 

is applied to the weights which connects the input and hidden layers of a neural network to produce group sparsity and select useful 

features. Most data sets, however, usually contain some redundant features. Keeping all discriminatory redundant features will 

increase the cost and complexity of designing the system. On the other hand, the removal of all redundant features is also not good. 

A system with some redundancy brings about an easier learning process and is more robust to measurement and other noise. Hence, 

another essential penalty based on correlation measure is designed to control the level of redundancy in the selected features. 

However, both penalties are non-differential at the origin. This not only leads to difficulties in the theoretical analysis but also 

generates oscillations in the experiments. A smoothing technique is used to overcome this drawback. On this basis, the theoretical 

analysis for monotonicity and convergence is presented. Although we have used the Pearson Correlation coefficient as a measure of 

dependence, in a more general setting, other measures of dependence, such as mutual information, can also be used without any 

changes in the theory and learning algorithm. Twenty-six data sets, which cover low-, medium-, and high- dimensional data sets, 

are used to test the proposed method. 

 

DRAWBACKS OF THE EXISTING SYSTEM 

● Difficult to be used in large-scale parallel computing. 

● Can't learn the relation between factors.   

● Time-consuming approach. 

● Computational cost in training the model is high. 

 

PROPOSED SYSTEM 

We propose fast algorithms to solve the exclusive group Lasso, and introduce a solution to the case when the underlying group 

structure is unknown. The solution involves choosing the stability with random group allocation and introduction of artificia l 

features. 

 

Informative features are more likely to be discovered when no other informative features coexist in the same group, while the 

probability of selecting an irrelevant feature is lower if a group contains at least one informative feature. The ideal group allocation 

is therefore to allocate each informative (and correlated) feature into a separate group, and set the number of groups to the number 

of informative features. We refer to this ideal group allocation as fixed groups. In most real-world cases informative features are 

unknown. We define and capture a fine-grained location profile powered by a diverse range of location data sources. We observe 

that the location of houses play a critical role in house price prediction. Therefore, we focus on enriching the location-driven house 

features and grouping them into four profiles for further fine-grained, namely house, education, transportation and facility, 

respectively. 

 

ADVANTAGES OF THE PROPOSED SYSTEM 

 

● Improved traceability. 

● Provides a tangible improvement of final classification performance. 

● Quick and Efficient to use Excellent empirical performance. 

● Relatively simple and computationally inexpensive method. 

● Simple, fast and less complex.  

● It is a fast and easy procedure to perform. 
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OVERALL SYSTEM ARCHITECTURE 

 

 

 

CONCLUSION  

In this paper, we have developed a new fused lasso feature selection with structural information. The proposed method incorporates 

knowledge of the structural correlation between pairwise samples into the feature selection process, and has the potential to maximize 

joint relevance of pairwise feature combinations in relation to the target and minimize redundancy of selected features. In addition, 

the proposed method can promote sparsity in the features and their successive neighbors. An effective iterative algorithm is proposed 

to solve the proposed feature subset selection problem based on the split method. 

 

FUTURE WORKS 

In future, we plan to implement optimized feature extraction for image processing. 
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