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Abstract:. 

The main concepts that are involved in frame work of Hadoop are MR (Map Reduce) and HDFS(Hadoop 

Distributed File System). Various scenarios of big data include twitter analytics like processing and storing the 

tweets and data processing of FB(Facebook) that depend on framework of Hadoop to perform operations like 

processing and storing of data from where we can investigate in future.   

The point here is the usage of space and time in the processing of the above-mentioned huge amounts of the 

data definitely leads to higher amounts of space and time consumption of the Hadoop framework. The 

problem here is usage of huge amounts of the space and at the same time the processing time is also high 

which need to be reduced to get the fastest response from the framework. 

The attempt is important as all the other eco system tools also depends on HDFS and MR to perform the data 

storage and processing of the data and alternative architecture to improve the usage of the space and effective 

utilization of the resources so as to reduce the time requirements of the framework. 

The point is that the use of time and space while processing the massive amounts of data mentioned above 

would results in consumption of time and space in framework of Hadoop. The issue here is that the framework 

consumes a lot of space while also having a long processing time, which needs to be lowered to get the best 

response from it. 

The effort is critical because all other eco system tools rely on HDFS and MR for data storage and processing, 

as well as alternative architecture to enhance space consumption and resource use to minimize time. 

The outcome of the work is faster data processing and less space utilization of the framework in the processing 

of MR along with other eco system tools like Hive, Flume, Sqoop and Pig Latin. The work is proposing an 

alternative framework of the HDFS and MR and the name we are assigning is Unified Space Allocation and 

Data Processing with Metadata based Distributed File System (USAMDFS). 

Keywords: Analytics, Hadoop Framework, Meta Data based File system, Eco System, Unified Space 

Allocation. 

 

I. INTRODUCTION 

MapReduce (MR) and other eco system tools such as Pig Latin, Hive, Flume and Sqoop rely on HDFS 

(Hadoop Distributed File System. In HDFS, the Map Reduce is a distributed as well as parallel processing 

programming model that is totally reliant on DFS (Distributed File System). 

In the Hadoop eco system, all the other eco system tools rely on HDFS and MR to store and process data. 

Because all of these tools use HDFS as well as MR, transferring the data and storing the  files requires more  

time because the data  is traversed  from the tool storage to Hadoop Distributed File System. 
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The current work is concerned with minimizing the time required to process and store data through the 

effective use of a proposed unified method to data storage, which in turn improves the framework's 

performance. 

We feel that the work represents a paradigm shift in the study of large data scenarios and analytics. The basic 

requirements to store the data and processing time for large volumes of data were extremely high up to this 

point. The effort we're making to provide an alternative method of storing and processing data in the context 

of HDFS and MR will undoubtedly pave the way for new research possibilities. 

The suggested design includes storage provisions apart from HDFS, as well as alternate way to use log files, 

the possibility of a local file system, and various other provisions to make use of time and space for trail as 

well as pilot run projects within the industry. 

The work is organized as follows. In section 2 issues which that are related with present architecture are 

observed. Section 3 includes proposed work that includes Unified framework including programming and data 

storage can be seen including architecture model. Results are discussed in section 4. Conclusion is discussed in 

section 5. 

 

II. MR AND HDFS MEMORY USAGE ISSUES 

All tools of eco system including Map Reduce must rely on Hadoop Distributed File System storage for 

storing and accessing data, according to the framework of Hadoop. The issue with this practice is that when 

ever block-level data needs to be accessed and used processing must be completed first, followed by uploading 

the data into HDFS. 

The other level of action is that once the data has been stored into Hadoop Distributed File System through 

Map Reduce or any other tools of eco system it must be accessed only through Hadoop Distributed File 

System. As a result, a significant amount of time will be consumed, as well as additional time needs for typical 

data processing. 

The time it takes for transition between the interface and HDFS is more and experience extra utilization of 

resources to complete procedure including storing and processing of data.  

 The initial point is data transmission from the interface of MR/other eco system tools need to traverse up 

to Hadoop Distributed File System. 

 The temporary data/ log files must be saved in a more efficient manner, as analyzing big data necessitates 

a large quantity of storage, even for log files. 

 A greater amount of time is spent during traversing, storing, and retrieving data between Hadoop 

Distributed File System and Map Reduce logics. 

 There is no standard process for Flume/Hive/ MR/Pig/Sqoop to follow when it comes to the point of data 

access and storage. 

 The MR and HDFS logics have root-based access, therefore there is no need to configure them for the 

other tools of eco system. 

 The issues that relate with HDFS reliance and replication will lead to problems that occur while using 

additional memory within the file system. 

 The design of MR and HDFS while dealing with individual user configuration include usage of more 

resources, necessitating the need of distinguishing tools that are used for monitoring to keep track of 

cluster operations. 

To resolve all the issues, the present work proposes a unified framework method that uses the Local File 

System in conjunction with HDFS to manage all of the available activities. 

As a result, we should expect the utilization of extra space within Local File System and decrease the factor of 

time necessary to switch between the Local File System and Hadoop Distributed File System. 

To solve most of these issues, the current study proposes several solutions as well as a unified architecture for 

data storage and processing to save time and space. 
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III. UNIFIED METHODOLOGY PROPOSED FOR UTILIZATION OF TIME AND SPACE OF 

FRAMEWORK. 

We used the below experimental set - up to carry out the current research. Operating system used is Ubuntu 

20.04 LTS, and Hadoop 3.2.1 is configured with MR and HDFS. core-site.xml, hdfs-site.xml, hadoop-env.sh, 

yarn-site.xml and mapred-site.xml were the files that were configured. 

We evaluated data storage using the Lfs work1 (local file system) and the time factor is estimated, as well as 

same file is imported into HDFS to estimate the time factor. 

Obviously, when comparing the time for importing the file to HDFS, LFS storage takes a little less time. This 

is because with LFS storage, one can utilize storage directly for placing source data to the file system. 

The configuration of Hadoop plays a critical role in HDFS import, and the time for same import (same file, 

same size) using LFS to store into HDFS is more. The reason for it is not based on the volume of data 

consumed by the file, but things involve the configuration checking and traversal and rechecking the activities, 

which add more space and time requirements to HDFS. 

The observations can be seen in below figures. 

   

Figure 1: Time required for storing the file in Local File System and Hadoop Distributed File System. 

 

The above figure 1shows that the time required to store a file in LFS(Local File System) is minimum when 

compared to the time taken for importing the file with same size into HDFS. We use LFS to launch temporary 

files, processing of log files instead of using HDFS which in turn will reduce the time required for file 

importing and executing the program. 

 Another observation we'll offer today is the many factors that are required to complete Map Reduce (MR) 

logic processing from the point of launch, as well as the time factor, which can be seen in the accompanying 

graph. 
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Figure 2: .jar file processing in Map Reduce (MR) including various other parameters. 

 

The main point to note here is that file access from HDFS necessitates the use of various other parameters, 

traversing data from Local File System (such as Hadoop API support, .jar files and JDK) to HDFS (input 

Directory/file and output directory) necessitates additional configuration and support in the processing. 

As a result, the proposed methodology focuses on two key issues. 

 The use of Local File System while storing the file from external sources such as MySQL, data from 

Facebook, or data from Twitter, as shown in Figure 1, required less time than HDFS import, thus the 

suggestion is to use LFS to store external files. 

 The second significant improvement is to use LFS not only for Java and .jar, but also Hadoop API as the 

whole build route, including Mapper, Driver logics and Reducer. 

 Instead of moving to HDFS every time, the factors like input directory or file and output directory should 

use LFS for the temporary file information and log file. 
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Figure 3: Unified Model of Hadoop Storage and Processing. 

 

The design we propose is the core of the work; its central topic is to fix the space requirements for additional 

configuration used by framework of Hadoop, which successively solves the requirement of time because we 

are providing alternative ways to map the memory and relying on same combinations and with necessary 

changes in configuration files of Hadoop, one can meet the required concept of lowering parameters like time 

and space while using HDFS File System. 

MR, HDFS, additional tools used in eco system (as users of data base may use Hive and users of Scripting  

can use Pig Latin, etc.,) and importing and exporting simple tools like Flume and Sqoop are included in the 

design to handle unstructured and structured data. 

The work's scope is not related to our current research, but it does have an impact on the researcher 

community, encouraging them to come up with new ideas in the field of Bigdata and Hadoop. 

 

IV. CONCLUSION 

The present article explained how MR and HDFS work in the setting of massive volumes of data. We 

calculated the space and time requirements for performing storage using the LFS and HDFS. 

When comparing the time required accomplishing storage using LFS and HDFS, it is evident that LFS 

consumed less time. The other experiment we conducted was to use Map Reduce logic to execute the 

distributed and parallel and use of the HDFS. 

Observations made here is LFS is used in process of Map Reduce for. jdk, Hadoop API, .jar and HDFS is used 

for input file and output directory. As a result, the suggested unified approach method suggests using LFS to 

reduce the space and time needs while processing MR. 

The article discusses file system use in terms of HDFS and LFS, as HDFS devotes space and time to configure 

and other activities related to data export/import/ parallel processing, and after the data is processed again, it is 

moved back to distributed storage with extra parameters. 

The article has given the possibilities of utilizing the space of the LFS whenever there is chance of skipping  

the  HDFS heavy configuration and context switch based on the services mentioned here. 

 The Hadoop Framework's file system and processing safe mode option is best suited for prototype projects or 

projects that require cluster performance testing. The safe mode will allow the cluster to execute the same 

functions as before, such as viewing the file system of HDFS and performing tasks of MR with input which 

has light weight, with the output of the job being estimated in directory of LFS directory, reducing resource 

usage and saving time. 
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We ensure that this work substantially aids us in improving time efficiency and reducing space utilization by 

traditional usage of framework of Hadoop, and that the Unified framework is a ground-breaking attempt in 

Hadoop research including distributed and parallel concepts of MR. 
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