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Abstract: Since thousands of years ago, we have been attempting to comprehend "how we think" and the 

reasoning behind our perceptions, understanding, and predictions. By attempting to incorporate that intellect 

into technology, artificial intelligence advances. The idea of artificial intelligence (AI, the future of 

technology) was realised in this contemporary field of research and engineering, which was founded in 1956 

by cognitive scientist Marvin Minsky. The branch of artificial intelligence known as machine learning (ML) 

was initially developed from the mathematical modelling of neural networks. This paper explains the 

mathematics that underlies modern AI and ML as well as the shared milestones that have been reached thus 

far. 
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Introduction 

Artificial intelligence (AI) is a concept where we can or attempt to replicate human thinking abilities, 

emotions, and behaviour, whereas machine learning (ML) is an application or subset of AI that enables 

machine to learn from data (given or unprovided) and act accordingly. Through computer programming, 

conventional techniques, and clear instructions, there are many activities and problems that are highly 

challenging to tackle in the world. Making computer games, iPhone apps, or desktop applications is relatively 

achievable using conventional methods, but creating a machine that can outperform the greatest human in a 

challenging game or a vehicle that can drive itself are far more difficult. 

 

Main: 

AI and ML is besides mathematical operations like addition, subtraction, multiplication and division, where 

we need to have a good knowledge about algebra, calculus, linear algebra, probability and statistics, 

information theory, etc. Several systematic conditions and techniques have been used to solve the equations 

and methods for AI and ML, which can be further used and are used by AI and ML enthusiasts.  

Regression: Regression is a technique for determining the relationship between dependent variables (target) 

and independent variables (predictor) to predict continuous outcomes.  

● Univariate linear regression: A straight line in the form of hw(x)= w1 x+w0 ,where , 

x is the input, 

hw is the output, 

w0 and w1 are the (weights) real valued coefficients. 
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For the successful application of linear regression we have to firstly find the values of weights [w0 ,w1] that 

can furtherly minimize the loss when partially derivative of the equation∑j=1
N(yj – (w1xj + w0))2forms w0 and 

w1 as zero, where y is the variable which will often change with the weights values.  

The final solution comes out to be: 𝑤1 =  [𝑁(∑𝑥𝑗𝑦𝑗) – (∑𝑥𝑗)( ∑𝑦𝑗)]/[𝑁(∑ 𝑥𝑗2) – (∑𝑥𝑗)2]; 
  𝑤0 =  (∑𝑦𝑗 −  𝑤1(∑𝑥𝑗))/𝑁;  
 

 
 

● Multivariate linear regression: An extension of linear regression which is used to predict the dependent 

variable based on the value of two or more independent variables. It is in the form of ℎ𝑠𝑤(𝑥𝑗) = 𝑤0 +
 𝑤1𝑥𝑗, 1 + ⋯ … . +𝑤𝑛𝑥𝑗, 𝑛 =  𝑤0 +  ∑𝑖𝑤𝑖𝑥𝑗,I, but here w0 term looks left out from the others, and also 

𝑥𝑗, 0 =  1, therefore, h is dot product of inputs and weights and further forms the equation as:  

  ℎ𝑠𝑤(𝑗)  =  ∑𝐼𝑤𝑖𝑥𝑗, 𝐼 ,which has to be minimized using squared loss error loss function 

reaches one and the updated equation will be: 

𝑤𝑖𝑤𝑖 + 𝛼∑𝑗𝑥𝑗, 𝑖(𝑦𝑗 –  ℎ𝑤(𝑥𝑗)) 

 

● Logistic Regression: It is used to predict the categorical dependent variables using the given independent 

values which results probabilistic values i.e. value between 0 and 1.  

●  

 
Here although the two slopes (functions) are very similar in shape, therefore the logistic function is: ℎ𝑤(𝑥) =
𝐿𝑜𝑔𝑖𝑠𝑡𝑖𝑐(𝑤. 𝑥) = 1/[1 + 𝑒 − 𝑤. 𝑥] , 𝑤ℎ𝑒𝑟𝑒 (𝑤. 𝑥) can be said as z for short form. 

2.Artifical Neural Networks: It is simply means building a mathematical model of brain activity (thinking). 

We all must have read in biology that our brain works properly due to the formation of a electrochemical 

known as neurons, likewise, in AI and ML, they aims to form those neuron networks in an artificial manner. 
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Each link (connecting two neurons) has a weight 𝑤𝑖, 𝑗 𝑎𝑠𝑠𝑜𝑐𝑖𝑎𝑡𝑒𝑑 𝑤𝑖𝑡ℎ 𝑖𝑡: 𝑖𝑛𝑗 =  ∑𝑖 =
0 𝑛𝑤𝑖, 𝑗𝑎𝑖 𝑤ℎ𝑖𝑐ℎ 𝑡ℎ𝑒𝑛 𝑎𝑝𝑝𝑙𝑖𝑒𝑠 𝑎𝑛 𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛  
𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑓𝑜𝑟 𝑡ℎ𝑒 𝑓𝑜𝑙𝑙𝑜𝑤𝑖𝑛𝑔 𝑜𝑢𝑡𝑝𝑢𝑡: 

𝑎𝑗 =  𝑓(𝑖𝑛𝑗)  =  𝑓(∑𝑖 = 0 𝑛𝑤𝑖, 𝑗 𝑎𝑖)  

which is sometimes called perceptron or sigmoid perceptron. The error vector 𝑦 − ℎ𝑤(𝑥) for any weight’s 

loss is, 

𝛿 𝐿𝑜𝑠𝑠(𝑤)/ 𝛿𝑤 =  ∑𝑘 (𝛿/𝛿𝑤(𝑦𝑘 –  𝑎𝑘)2) , where, the index k ranges over nodes in output layer.  

Support Vector Machine: It is also famous by the name SVM which is used to solve classification and 

Regression problems by determining a hyperplane in an n-dimensional space that can uniquely classify the 

required data points. The alternative representation which carries out the optimal solution for problemis called 

alternative representation 

∑𝑗𝛼𝑗 – (1/2) ∑𝑗, 𝑘𝛼𝑗𝛼𝑘𝑦𝑗𝑦𝑘 (𝑥𝑗𝑥𝑘), 𝑤ℎ𝑒𝑟𝑒 𝛼𝑗 >= 0 𝑎𝑛𝑑 ∑𝑗𝛼𝑗𝑦𝑗 = 0 

SVMs construct a maximum margin separator which helps the model to generalize well which subsequently 

forms a decision boundary with largest possible distance till the example points. 

 

Once the optimal αj has been calculated, the following property is applicable for the separator also; 

  ℎ(𝑥)  =  𝑠𝑖𝑔𝑛(∑𝑗𝛼𝑗𝑦𝑗 (𝑥. 𝑥𝑗) − 𝑏) , 𝑏 𝑖𝑠 𝑡𝑜 keep intercept as a separate parameter. 

Statistical models: It is representation of data and hypotheses which afterwards construct analysis to infer any 

relationships between independent and dependent variables. Bayesian model is a paradigm for constructing 

statistical models which is basically based on 𝐵𝑎𝑦𝑒’𝑠 𝑇ℎ𝑒𝑜𝑟𝑒𝑚;  𝑝(ℎ𝑖|𝑑)  =  𝛼 𝑝(𝑑|ℎ𝑖) 𝑝(ℎ𝑖), 𝑤ℎ𝑒𝑟𝑒 d is the 

observed value from all the represented data. And the most common Bayesian model used in machine learning 

is naïve bayes modelswhich is a probabilistic classifier used to solve classification tasks 
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and the probability of each case is classified as;  𝑝(𝐶|𝑥1, … , 𝑥𝑛) =  𝛼 𝑝(𝐶) 𝛱𝑖 𝑝(𝑥𝑖|𝐶), ℎ𝑒𝑟𝑒 𝐶 𝑖𝑠 the case 

variable which has to be predicted and 𝑥1 … 𝑥𝑛 are the already interposed. 

● The continuous models such as Gaussian Naïve Bayes model is an extension of Naïve Bayes in which 

we substitute the probability density of distribution in the following equation where we need µ as mean 

and σ as variance for variable x; 

𝑝(𝑥) = 1/(𝑠𝑞𝑟𝑡. 2 𝜋𝜎)𝑒 − (𝑥 − 𝜇)𝑠𝑞/(2𝜎𝑠𝑞), 
 

the mean and variance has to be calculated separately here by using the following formulas:  

𝜇 = ∑𝑗𝑥𝑗/𝑁 , 𝑎𝑛𝑑 , 𝜎 = 𝑠𝑞𝑟𝑡. [(∑(𝑥𝑗 − 𝜇)2/𝑁] 

Probabilistic models: These models are the heart of ML and AI. It is a statistical technique used to predict 

the high probability of occurring a incident as a future outcome by using random events or actions. We can 

describe probabilistic models into three specific kinds of models: 

● Hidden Markov models (HMM): It is used to describe the evolution of factors which are not directly 

observable in simple words drive the probabilistic characteristic of any random process. 

Let 𝑋𝑡 𝑏𝑒 a discrete state variable whose values can be denoted 𝑏𝑦 𝑖𝑛𝑡𝑒𝑔𝑒𝑟𝑠 1, … 𝑆, 𝑤ℎ𝑒𝑟𝑒 𝑆 is the number of 

possible states. The transition model p(Xt|Xt-1) becomes SxS matrix T, 𝑤ℎ𝑒𝑟𝑒 𝑇𝑖𝑗 =  𝑝(𝑋𝑡 = 𝑗 | 𝑋𝑡 − 1 =
𝑖), 𝑇𝑖𝑗 𝑖𝑠 the probability of transition from i to j state. Here to solve a transition we usually put sensor model in 

matrix form where et is the evidence variable at time t, needed to be specified for each state using 𝑝(𝑒𝑡|𝑋𝑡 =
𝑖) 𝑓𝑜𝑟 each state 𝑖 𝑘𝑒𝑒𝑝𝑖𝑛𝑔 𝑡ℎ𝑒 (𝑂𝑡), 𝑖𝑡ℎ diagonal entry 𝑝(𝑒𝑡|𝑋𝑡 = 𝑖) 𝑎𝑛𝑑 𝑜𝑡ℎ𝑒𝑟 values 0.  

After using column vectors, the forward and backward equations come out to be; 

𝑓 1: 𝑡 + 1 = 𝛼 𝑂𝑡 + 1 𝑇𝑇𝑓1: 𝑡 𝑎𝑛𝑑 𝑏𝑘 + 1: 𝑡 =  𝑇𝑂𝑘 + 1𝑏𝑘 + 2: 𝑡 

● Kalman Filters: The optimal estimator with linear dynamic systema and Gaussian noise is the Kalman 

filter: 𝑝(𝑋𝑡 + 𝛥 =  𝑥𝑡 + 𝛥 | 𝑋𝑡 = 𝑥𝑡 , 𝑋𝑡 =  𝑥𝑡) = 𝑁(𝑥𝑡 + 𝑥𝑡𝛥, 𝜎2)(𝑥𝑡 + 𝛥), where Δ is the time 

interval between observations, constant velocity during interval, 𝑎𝑛𝑑𝑋𝑡 + 𝛥 =  𝑋𝑡 + 𝑋𝛥. And this 

equation can be further updated according to the problem. 

 

● Dynamic Bayesian Networks (DBN): DBN is a bayesian network which is used to relate different 

variables to each other in an adjacent time laps. To construct a DBN, there are three basic information 

required; p(X0): distribution over state variable, 𝑝(𝑋𝑡 + 1|𝑋𝑡): transition 

𝑚𝑜𝑑𝑒𝑙, 𝑝(𝑒𝑡|𝑋𝑡): 𝑠𝑒𝑛𝑠𝑜𝑟 𝑚𝑜𝑑𝑒𝑙. 
 

 

Application: AI and ML are becoming a significant staple of innovation. Computer scientists and 

mathematicians are using AI and ML to help them to solve and suggest new mathematical theorems in the 

most complex field i.e. knot theory and representation theory. ML is basically used here to assist all the work 

of analysis of complex data sets and suggest possible lines of attack for unproven ideas in mathematics. 
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